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Lightpath Re-Optimization in Mesh Optical Networks
Eric Bouillet, Jean-Francois Labourdette, Ramu Ramamurthy, and Sid Chaudhuri

Abstract—Intelligent mesh optical networks deployed today
offer unparalleled capacity, flexibility, availability, and, inevitably,
new challenges to master all these qualities in the most efficient
and practical manner. More specifically, demands are routed
according to the state of the network available at the moment. As
the network and the traffic evolve, the lightpaths of the existing
demands becomes sub-optimal. In this paper we study two algo-
rithms to re-optimize lightpaths in resilient mesh optical networks.
One is a complete re-optimization algorithm that re-routes both
primary and backup paths, and the second is a partial re-op-
timization algorithm that re-routes the backup paths only. We
show that on average, these algorithms allow bandwidth savings
of 3% to 5% of the total capacity in scenarios where the backup
path only is re-routed, and substantially larger bandwidth savings
when both the working and backup paths are re-routed. We also
prove that trying all possible demand permutations with an online
algorithm does not guarantee optimality, and in certain cases does
not achieve it, while for the same scenario optimality is achieved
through re-optimization. This observation motivates the needs
for a re-optimization approach that does not just simply look at
different sequences, and we propose and experiment with such
an approach. Re-optimization has actually been performed in a
nationwide live optical mesh network and the resulting savings
are reported in this paper, validating reality and the usefulness of
re-optimization in real networks.

Index Terms—PLEASE SUPPLY YOUR OWN KEYWORDS
OR SEND A BLANK E-MAIL TO KEYWORDS@IEEE.ORG
TO RECEIVE A LIST OF SUGGESTED KEYWORDS.

I. INTRODUCTION

I NTELLIGENT mesh optical networks, supported by dense
wavelength division multiplexed (DWDM) equipment and

optical switches, are firmly established at the core constituent
of next-generation optical networks. A key requirement of these
optical mesh networks is the ability to route and restore quickly
services via fast and capacity-efficient end-to-end restoration
schemes [1]–[14].

During operations, requests for services are received and
routed using an online routing algorithm that takes all of the
information available at the time of the request to make the ap-
propriate routing decision. With connection rates reaching tens
of Gigabits per second (Gbps), the ability of the network man-
agement system to operate and maintain service continuation
during failures has become a challenging requirement. In this
work we consider end-to-end (or path) shared mesh restorations
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Fig. 1. Shared mesh restoration.

as supported by some of the optical switches available in the
market.1 In end-to-end dedicated mesh (1 1) protection, the
ingress and egress OXCs of the failed connection attempt to
restore the signal on a predefined backup path that is disjoint,
or diverse, from the primary path. Path diversity guarantees that
primary and backup paths will not simultaneously succumb
to the same failure. This approach requires large amounts of
capacity, that is more than the working capacity since backup
paths are longer than working paths. However, the backup path
remains “live” in permanence, thus saving crucial path-setup
latency when recovery takes place. In shared mesh restoration
(Fig. 1), backup paths can share capacity if the corresponding
primary paths are mutually diverse. Compared to dedicated
mesh (1 1) protection, this scheme allows considerable saving
in terms of capacity required [1]. For example, since backup
paths are usually longer than primary paths, the ratio of backup
to working capacity is larger than one. On the other hand, with
shared mesh restoration, while the backup can be even longer,
but made up of shared channels, the same ratio is typically less
than one. In addition, the backup resources can be utilized for
lower priority pre-emptible traffic in normal network operating
mode. However, recovery is slower than dedicated (1 1)
mesh protections, because it involves signaling and path-setup
procedures to establish the backup path. In particular, we note
that the restoration time will be proportional to the length of the
backup path and the number of hops, and if recovery latency is
an issue this length must be kept under acceptable limits [15].
This latter constraint may increase the cost of the solution, as
it is sometimes more cost-effective to use longer paths with
available shareable capacity than shorter paths where new
shareable capacity must be reserved. Path-based shared mesh
protection can itself be classified into several sub-categories.

1Other categories include line protection and re-provisioning. These are not
considered here.
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Fig. 2. Current cost versus best possible cost with cost-benefit of
re-optimization.

A major distinctive feature is whether the protection channels
are pre-assigned to each backup path before failure occurrence,
or if the protection mechanism selects the channels from a
pool of reserved channels to restore the services after failure
occurrence. The advantage of pre-assigning the channels is that
it delegates the channel selection function to the routing phase,
when speed is less of an issue. Furthermore, since the channel
assignment is predefined, the protection mechanism can be
distributed without the need for a time-consuming handshake
protocol to agree on which channel to select. Other authors
have studied the case where protection channels are pooled and
not pre-assigned [16]. While further savings can be achieved
by doing so over the case where channels are pre-assigned,
other methods can be used to continuously improve efficiency
of protection capacity in the case of pre-assigned protection
channels [11]. In the reminder of this paper the approach based
on pre-assigning the channels is assumed.

The primary and protection paths of each new demand are
computed according to the current state of the network, which
includes the routing of the existing demands. As the network and
traffic evolve, the routing of the existing demands becomes sub-
optimal. Demand churn and network changes such as the ad-
dition/deletion of new links and/or capacity, causes the routing
to become sub-optimal, thereby creating opportunities for im-
provements in network bandwidth efficiency. Increasing cus-
tomer churn and the continued demand for bandwidth services
further exacerbates this problem.

Re-optimization seizes on these opportunities and offers the
network operator the ability to better adapt to the dynamics of
the network. This is achieved by regularly (or upon a particular
event) re-routing the existing demands, temporarily eliminating
the drift between the current solution and the best known solu-
tion that is achievable under the same conditions, as illustrated
in Fig. 2.

Carriers have been using reconfiguration over time to better
manage their network assets and increase utilization on those
assets, thereby deferring capital spending on new infrastructure.

Reconfiguration has also been used to provide better service per-
formance, for example, by rerouting services over shortest paths
if such paths become available. Earlier work on reconfiguration
was done in the context of Digital Cross-Connect (DCS)-based
networks [4], [17]. Later, with the deployment of ATM as a net-
working technology, reconfiguration of ATM networks was ex-
plored, leveraging ATM Virtual Paths [5], [18]–[21]. More re-
cently, reconfiguration has been studied in the general context of
optical networks [22]–[29]. Our work explores the reconfigura-
tion, or re-optimization, of optical mesh networks, specifically
those where lightpaths are protected by shared mesh restora-
tion as described earlier. In the optical mesh network of interest
here, carriers can either reroute only the shared mesh back-up
paths of existing lightpaths, so that service is not impacted (it
is still carried on the primary or working path during the re-op-
timization of the back-up paths), or they can reroute both the
primary and shared mesh back-up paths (either by impacting
customer service, or by first moving service to the back-up path
and re-optimizing the primary, and then moving service back to
the primary and re-optimizing the back-up). Re-optimizing both
primary and back-up paths should improve network bandwidth
utilization more than just re-optimizing back-up paths, but at the
cost of customer service impact, or additional operational com-
plexities and risks.

In this paper we study two re-optimization algorithms. A
complete re-optimization algorithm that re-routes both primary
and backup paths, and a partial re-optimization algorithm
that re-routes the backup paths only. Re-routing backup paths
only is a sub-optimal but attractive alternative that avoids
any service interruption since the primary path is not affected
(changed). In this paper we show that on average, with periodic
re-optimization, these algorithms allow bandwidth savings of
3% to 5% of the total capacity in scenarios where the backup
path only is re-routed. Substantially larger bandwidth savings
can be achieved when both the working and backup paths
are re-routed. In addition, significant bandwidth savings can
be achieved by re-optimizing the network after topological
changes such as new nodes and/or new link additions. These
bandwidth savings are achieved through increased sharing of
backup path capacity among several working paths, and sub-
stantial reductions in average path length, which also translates
into shorter restoration times.

The paper is organized as follows. In Section II we discuss
the online algorithm cost model and the main function used to
compute the shared mesh restored paths that achieve the desired
compromise between cost and restoration latency. In Section III,
we describe the re-optimization algorithm. This algorithm uses
the routing function discussed in Section II. Section IV is a col-
lection of proofs where we demonstrate the existence of cases
for which neither an algorithm that tries different sequences
to route the demands nor the proposed re-optimization algo-
rithm can achieve the optimum solution. We also reveal the exis-
tence of cases for which re-optimization achieves the optimum,
whereas trying all possible sequence to routes the demands does
not. The effectiveness of the re-optimization algorithm is mea-
sured for real customer networks and the results presented in
Section V. We conclude this paper in Section VI.
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II. ROUTING ALGORITHM

A. Cost Model

In the following, we use the term Shared Risk Optical Group
(SROG) to indicate a group of optical resources that share a
common risk of failure. We define our cost model as follows.

• The network link cost is for each link the cost of using
a channel in the link. It take into account the costs of the
optical interfaces and the transponders, as well as the pro-
rated cost of the common equipments such as optical am-
plifiers (OA), fibers, and WDM systems, which is equally
distributed over the multiple channels they support. Such
cost has a component that is usually proportional to the
length of the link, since longer links use OA and possibly
regenerators. The network link costs are often administra-
tively defined by the network operator to reflect internal
cost structures.

• The network cost is the sum of the respective network
link costs for all the channels that are required to accom-
modate a prescribed demand set. The objective of the al-
gorithm is to find a solution that minimizes this total cost.
If the network link costs are uniform, then from an al-
gorithm standpoint the network cost is proportional to
the number of channels required to accommodate the de-
mand.

• The routing link cost is a cost metric determined and
used internally by the routing algorithm. It coalesces the
network link cost with the concepts of path diversity and
sharing of protection capacity. The metric or policy used
for assigning routing link costs to the links is different for
primary paths and backup paths. For primary paths it is
the network link costs of using the links. For backup
path it is a function of the primary path. A backup link is
assigned: 1) infinite routing link cost if it intersects with
an SROG of the primary path; 2) routing link cost if
new capacity is required to route the path; and 3) routing
link cost if the path can share existing capacity
reserved for pre-established backup paths on the link.

Quite evidently, the underlying idea expressed in the defini-
tion of the routing link cost is to encourage “sharing”, whereby
existing capacity can be reused for routing multiple backup
paths. The condition for sharing is that the backup paths must
not be activated simultaneously, or in other words that their
respective primaries must be pair-wise SROG-disjoint so that
they do not fail simultaneously. The ratio to we can be
adjusted for the desired level of sharing. For smaller values
of , backup paths will be selected with the minimization
of the number of nonshareable links (routing link cost ) in
view, eventually leading to arbitrary long paths (as expressed
in number of hops) that consist uniquely of shareable links
(routing link cost .) For larger values of routing is per-
formed regardless of sharing opportunities and backup paths
will end-up requiring substantially more capacity.

B. Illustrative Online Routing Algorithm

Assume that routing of a lightpath is performed in two steps:
1) computation of a primary and backup pair of routes, and 2) as-
signment of channels along the routes. Ideally, the two steps are

Fig. 3. Online routing algorithm.

solved simultaneously and step 1 is optimized so that channel-
assignment in step 2 reuses existing capacity for backup paths.
For the only purpose of illustrating the cost model described
above, we present a -shortest-path-based algorithm (Fig. 3)
<CITATION OF FIG. 3 ADDED; PLEASE CONFIRM.>,
keeping in mind that any other algorithm whose objective min-
imizes this cost model can also be used. The algorithm takes as
input: 1) A network object that encapsulates the state infor-
mation of the switches, optical channels (busy and available),
the network link cost for every link , and the existing de-
mands with their routes; 2) the end nodes and of the de-
mand; and 3) a candidate primary path if partial re-optimiza-
tion is desired. It operates as follows.

If the minimum network cost is sought (maximum sharing),
the value of in step 5(a)ii, determining the routing link cost
of “shareable” protection channels, is set to 0. Otherwise if
shorter backup lengths and faster restoration are desired,
is set to a small positive value. Extensive study has already
been performed for in [1]. In [30] we studied the effect
of varying between 0 and 1. When tends toward 1, we
expect the lengths of primary and backup paths, as expressed
in number of hops, to resemble that of dedicated ( ) mesh
protection, though sharing is still implemented when available
on the backup path and the capacity required remains lower
than for dedicated ( ) mesh protection. Earlier experiments
[30]–[32] indicate that a value of in the range [0.2–0.4] returns
the best tradeoffs between network cost and restoration latency
(i.e., average and maximum restoration path length.) In the
remainder of this paper we use .

III. RE-OPTIMIZATION ALGORITHM

The re-optimization algorithm takes as input: 1) A network
object that encapsulates the state information of the switches,
optical channels (busy and available), and existing demands
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Fig. 4. Re-optimization algorithm.

with their routes; and 2) a list of demands to be re-optimized
with their respective re-optimization types (complete or partial).
It operates as follows.

The key idea behind the re-optimization algorithm using suc-
cessive routing is not new [33]. An approach similar to ours has
recently been proposed in the case where protection channels
are pooled [34]. Nevertheless, it is the first time to our knowl-
edge that it has been applied to re-optimize shared mesh restored
lightpaths in a real life network. We prove in the next section
that there are instances for which this algorithm achieves the
optimum routing configuration, while a sequential algorithms
that tries to find a best ordering for routing the demands (such
as in [35]) would fail to find the optimum. The re-optimization
algorithm is generic enough so that it is also applicable to re-op-
timize mixed protection types, i.e., combination of unprotected,
dedicated mesh and shared mesh protected demands of various
rates. It is also fast and easy to enhance with additional rules that
improve the quality of the re-optimization. It can for instance be
improved to selectively re-optimize a specified set of demands.
Finally, this algorithm provides the means to carry out the re-op-
timized solution by executing step 2 in the real network. The
risks involved in step 2e are limited, since only one demand is
re-routed at a time, and the operation does not impact the ser-
vice if partial re-optimization is used.

IV. COMPLEXITY OF OPTIMIZING THE ROUTING

OF SHARED LIGHTPATHS

Note that the optimum routing of shared mesh restored de-
mands is a very difficult problem (NP-hard) [1]. In this section
we discuss cases where the online routing algorithm or re-op-
timization algorithms as defined in Section III fail to find the
optimum solution. We provide here the theorems and proofs of
such cases, as well as problem instances that can be used as com-
parison points to compare different optimization algorithms.

In the presentation of the proofs we use the following nota-
tion.

• is an instance of shared mesh restored routing problem,
it consists of a prescribed capacited network, point-to-
point demands, and protection type for each demand.

• represents the set of all possible solutions of ,
which includes the routing of each demand, and the chan-
nels used (and shared) by each demand.

• is the subset of optimum so-
lutions of , solutions that utilize the minimum
number of channels over all possible solutions, i.e.,

.
Assume that we use an online routing algorithm to solve this

problem. An online routing algorithm is any algorithm that sat-
isfies all three conditions: 1) demands are routed in sequence;
2) routed demands are immutable; and 3) the primary-backup
pair of every new demand is selected so that the resulting total
number of channels is minimized.

• S is an ordered sequence of all demands in , and
is the corresponding solution if an

online routing algorithm is used in conjunction with this
sequence.

• In addition, for an ordered sequence , let
designates the re-optimized solution .

In this section, a re-optimized solution is the result of ap-
plying the re-optimization algorithm described in Fig. 4 on an
existing solution, which is itself obtained using an online algo-
rithm, possibly after trying all possible sequences.

Lemma 1: By definition of optimality the cost of an optimum
solution is the minimum over the costs of all possible solu-
tions, including solutions found using an online routing algo-
rithm with demands routed in any sequence

cost cost

A. No Prior Placement of Protection Channels or Primary
Paths

In this subsection we prove three basic theorems on opti-
mality of an-line routing and re-optimization in the case where
no prior placement of protection channels or primary paths
exists.

Theorem 1: There are network instances for which no se-
quence exists for online routing that can achieve the optimum
routing configuration.

so that cost cost

Proof: With the help of Fig. 5 we demonstrate the exis-
tence of at least one instance for which the theorem is true.
Part (i) of the figure illustrates , a 12 nodes network, with two
demands and . We solve using an online routing
algorithm and all possible sequences and

. Parts (ii) and (iii) of the figure depict
two possible solutions. The dotted lines in the solution rep-
resent sharable protection channels. The solution in part (ii)
could result from either sequence or . The other example
shown in part (iii) results from sequence only. There are
other solutions not shown in this figure; we show, however, from
the definition of the online routing algorithm that in this par-
ticular example, the cost is the same for all solutions of each
given sequence . The symmetry of the network guarantees
the independence on the order of the sequence, and the first
demand is always routed along the single hop primary and its
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Fig. 5. (i) Network with demands (a; b) and (c; d). (ii) and (iii) Two
sub-optimum solutions using best sequence of online routing. (iv) An optimum
solution.

corresponding 4-hops backup. Because the objective of the al-
gorithm is to minimize the number of channels required for
each new demand, and there is only one possible configura-
tion for the first demand, the cost of routing the second demand
is the same for all possible solutions resulting from this algo-
rithm. Now, we find that the minimum of cost and
cost requires two primary channels, and eight chan-
nels are reserved for protection, that is a total of 10 channels.
In comparison, the optimum solution shown in part
(iv) of the figure requires two primary channels and six chan-
nels are reserved for protection—therefore, for this example,
cost cost .

Using the same example as given in Fig. 5 we can demonstrate
a similar result for the re-optimization algorithm, in which the
following theorem applies.

Theorem 2: There are network instances for which no re-op-
timization exists that can achieve the optimum routing configu-
ration

so that cost cost

Proof: Removing any demand or from case
(ii) or (iii) in Fig. 5 and attempting to re-route it would only
achieve the same result.

In this particular case the re-optimization did not bring fur-
ther improvement with respect to the online algorithm. This re-
sult is not to be generalized though. And in fact we prove in the
next theorem that re-optimization can achieve the optimum re-
sult, while there exists no sequence for which an online routing
algorithm can.

Theorem 3: There are network instances for which a re-op-
timization exists that can achieve the optimum routing config-
uration, while no sequence exists for which online routing can
achieve the optimum routing configuration

so that cost cost cost

Fig. 6. (i) Network with demands (a; b) routed and (c; d) to be routed.
(ii) Min-cost routing of demand (c; d) assuming configuration (i).
(iii) Configuration with demand (a; b) removed, and (iv) with demand
(a; b) re-routed.

Proof: With the help of Fig. 6 we demonstrate the exis-
tence of at least one instance for which the theorem is true.
Part (i) of the figure illustrates , a network with two demands

and . Unlike the previous example where the cost
was identical for every link, the links of this example may tra-
verse a varying number of adjacent channels and intermediate
degree-2 nodes. The circled values on the links represent the
number of such channels (hops) and are used to indicate the
effective cost of using the corresponding links. Part (i) of the
figure shows the min-cost routing of demand . Part (ii)
shows the subsequent min-cost routing of demands fol-
lowing the routing given in part (i). Had the two demands been
routed in the reverse order, a homologous solution would have
been obtained with the routes of demands and re-
versed. Note that these are the solutions returned by the online
routing algorithm, using any possible sequence , or

, . These solutions require 10 working channels, and
22 protection channels. Applying the re-optimization algorithm
to the solution of part (ii), we remove demand , as shown in
part (iii), and re-route it using the min-cost algorithm, resulting
in the solution shown in part (iv). The latest solution requires
10 working channels and 20 protection channels, an improve-
ment of two channels compared to the best possible solution
obtained by way of the online routing algorithm. By inspection
we can show that this is the minimum cost achievable for this
network.

B. Prior Placement of Protection Channels or Primary Paths

In this subsection, we prove three theorems on optimality of
re-optimization and online routing with prior placement of pro-
tection channels or primary paths:

As an extension to Theorem 1, we can show that the knowl-
edge of the optimal placement of the protection channels is in-
sufficient to determine the optimum solution using either the on-
line routing or the re-optimization algorithm. This is the topic
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Fig. 7. Shared mesh restoration architecture. (i) Network with two demands
(a; b) and one demand (c; d). (ii) An optimum solution, (iii) optimum set of
channels reserved for protection, and (iv) sub-optimum solution obtained from
(ii) using a greedy online routing algorithm.

of the next two theorems. We begin these theorems with an ex-
tension of our terminology. For any instance , let denotes
the instance with the protection channels optimally placed.

Theorem 4: Even if the shared channels, part of the optimal
routing configuration are given, there are instances for which no
online routing sequences exists that achieve the optimal solution

so that cost cost

Proof: Again we demonstrate this theorem by way of the
example. Using the network given in Fig. 7, part (i) of the figure
illustrates a 13-node network used to transport 3 demands: one
demand between and two demands between . We in-
troduce demand in order to limit the number of optimum
solutions to one possible configuration, shown in part (ii) of the
figure. Assuming next that the protection channels are allotted
according to this optimum configuration as shown in (iii), we
determine by inspection that regardless of the sequence order,
there are only three possible solutions achievable by the on-
line routing algorithm. All three solutions require the same total
number of channels. The solution that requires the least working
capacity is shown in part (iv) of the figure. Comparing the op-
timum solution depicted in part (ii) with the solution (iv), we ob-
serve that the latter requires three more channels, which proves
the theorem.

Using the same example as given in Fig. 7 we can demon-
strate a similar result for the re-optimization algorithm, and the
following theorem applies:

Theorem 5: Even if the shared channels, part of the optimal
routing configuration are given, there are instances for which no
re-optimization exists that achieves the optimal solution

so that cost cost

Proof: Removing any demand or from case
(iv) in Fig. 7 and attempting to re-route it would only achieve
the same result.

To conclude this section, we show that even if the primary
paths are given, there are problem instances for which there are

no sequence or re-optimization that achieves the optimum solu-
tion. For the purpose of the theorem, for any instance , let
denotes the instance with the optimal primary paths.

Theorem 6: Even if the primary paths, part of the optimal
routing configuration are given, there are instances for which no
online routing sequence exists that achieves the optimal solution

so that cost cost

Proof: The proof is derived directly from the example of
Fig. 5. We observe that in this example the sequential algorithm,
or re-optimization algorithm, always used the optimum primary
paths, but failed to find the optimum backup paths. Thus, pre-
scribing the primary paths in this example would results in the
same sub-optimal solution.

The proof is also valid for the re-optimization algorithm, and
hence our final theorem:

Theorem 7: Even if the primary paths, part of the optimal
routing configuration are given, there are instances for which
no re-optimization exists that achieves the optimal solution

so that cost cost

Proof: Using case (ii) or (iii) of Fig. 5, we observe that
removing either demand or and trying to reroute it
would only achieve the same result.

In conclusion, while it is sometimes impossible to achieve
optimum routing with either online routing or re-optimization,
there are cases where it can be achieved through re-opti-
mization, while sequential routing only cannot achieve it
(Theorem 3). The reverse is not true, since the first iteration of
re-optimization is by definition a sequential algorithm, and any
subsequent iteration is an improvement of the first iteration. We
will show in the next section that the re-optimization algorithm
achieves bandwidth savings in many circumstances.

V. EXPERIMENTS

A. Calibration

In the following experiments, all the randomly generated
graphs consist of rings traversed by cords connecting randomly
selected pairs of nodes. Very often, but not always, it is possible
to embed such a ring on a real network (the embedding requires
finding a Hamiltonian circuit in the network), as demonstrated
in Fig. 8 with the ARPANET network. Each link of the random
networks is assigned an arbitrary network link cost of using
a channel in it. The costs are integers uniformly distributed
between 5 and 10. We then compare the algorithms according
to their ability to minimize the total network cost, that is the
sum of the respective link costs for all the channels used in the
network.

We first apply the complete re-optimization algorithms to
small random generated networks, varying in size (i.e., number
of nodes), with demands preliminary routed using the online
routing algorithm, and compare the solutions with results ob-
tained by way of an ILP solver (see the formulation in the Ap-
pendix.) The ILP solver is CPLEX 7.1 from ILOG. CPLEX
exploits a branch-and-cut algorithm, in which it solves linear
sub-problems after setting a subset of formulation variables to
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TABLE I
COMPARISON OF COMPLETE RE-OPTIMIZATION WITH ILP-BASED SOLUTION

(1) ILP failed to find the solution after several hours. Total cost is a lower bound.

Fig. 8. Chordal ring (top) embedded on Arpanet (bottom).

integer values. In this process the ILP produces a progress re-
ports according to the solutions it finds: lower bounds of the
network cost if some of the solution’s variables have fractional
values, or upper bounds if the solution is feasible and all its vari-
ables have integer values. When the upper bounds and lower
bounds finally converge, the solution is known to be feasible
and optimal. However, the convergence time of this process can
be exponential to the size of the problem. We therefore put a
limit of 10 hours maximum on each problem, and interrupted
the process if no feasible solution could be found within that
time frame, in which case not the optimum value, but a lower
bound of it was used in the results of our experiments.

Our observations, summarized in Table I, indicate that for
these networks, re-optimization allows capacity savings of 2%
to 6%, and is within 1% of the network cost of the optimal so-
lution, or 2% of a known lower bound if the optimal solution
cannot be determined.

B. Real Networks

Next, we apply the algorithm to re-optimize the routes of four
different networks, Net-A, Net-B, Net-C, and Net-D. Net-A is a
network built by Dynegy [36]. It consists of 48 nodes, 75 links,
and a number (order of hundred) of shared mesh
restored demands with their routes provided by the operator.
Net-A consists of three periods (Net-A.1, Net-A.2, and Net-
A.3), measured over a 14–month interval and capturing the ac-
tual growth of the network. This scenario has a limited number
of spare channels, and offers very little room for rearranging the
paths. Net-B consists of 25 nodes, 30 links, and 290 demands.

TABLE II
PARTIAL RE-OPTIMIZATION—STATIC INFRASTRUCTURE. ONLY BACKUP

PORTS COUNT ARE PROVIDED, SINCE PRIMARY PORTS REMAIN THE

SAME WITH PARTIAL RE-OPTIMIZATION

Net-C is a 45-node network with 75 links and 570 demands.
Net-D is a 60-node network with 90 links and 195 demands. The
demands of all four networks have OC48 rates and above. The
dimensions and the technology used in the networks are such
that we may assume uniform network link costs. Under this as-
sumption, the network costs are proportional to the number of
channels or number of ports necessary to accommodate their re-
spective demands.

The demands of Net-B, Net-C, and Net-D are provided un-
routed with sources and destinations information only. Hence-
forth, we created an initial routing configuration for these three
scenarios by routing their demands sequentially following an ar-
bitrary order, using the Compute_Pair_of_Paths online routing
procedure described in Section II. We added new channels as
needed during that process assuming that the network had in-
finite capacities. The demands of each scenario are then re-op-
timized, once partially and once completely, using the Reopti-
mize_Demands procedure of Section III.

Using networks Net-B, Net-C, and Net-D, we perform a se-
ries of experimentation assuming two different scenarios. In the
first scenario, referred to as the Static Infrastructure, we assume
that no capacity is added, or freed by demand churn, from the
moment the demands are routed the first time, and the moment
the re-optimization is executed. In the second scenario, referred
to as the Growing Infrastructure, we assume that as the network
grows and demands are routed, new links or new channels on
existing links are added to the network, creating opportunities
for improvement of existing demands.

The case of network Net-A was treated as a growing infra-
structure only, since this is the context in which this network
has been built.

C. Static Infrastructure

Tables II and III summarize the results for the partial and the
complete re-optimization respectively when the infrastructure
of the network remains static throughout the experimentation.
The tables show the quantities measured before and after re-op-
timization. For each scenario, the same network and routed de-
mands are used for partial and for complete re-optimizations.
The number of ports in Table II consists of ports used for the
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TABLE III
COMPLETE RE-OPTIMIZATION—STATIC INFRASTRUCTURE

TABLE IV
CHARACTERISTICS OF NETWORKS USED IN EXPERIMENTS

protection channels only, since the working channels remain the
same. The number of ports in Table III consists of all the ports in
the network, used for primary and protection channels. We ob-
serve that the partial re-optimization saves up to 3% of the total
number of ports, and complete re-optimization up to 7%. The
complete re-optimization offers the most cost efficient alterna-
tive, but most of the improvement is realizable using the partial
re-optimization algorithm, without service interruption.

We also observe that the protection path latency tend to be
slightly longer in complete re-optimization than in partial re-op-
timization. Although counterintuitive at first, this is actually an
expected outcome in the case of shared mesh protected net-
works, because the complete re-optimization algorithm explores
a wider solution space in which backup paths are slightly longer
on the average than in partial re-optimization. This effect can be
mitigated if necessary by increasing the value of , as indicated
earlier in the description of the cost model.

D. Growing Infrastructure

The next set of experiments cover the case of the growing in-
frastructure. Here demands are routed online over time, while
new links and capacity on existing links are added simultane-
ously, creating a more realistic dynamic than the previous exer-
cise. For the case of Net-B, Net-C, and Net-D, we first route the
demand after removing a link selected empirically by inspec-
tion. In particular, we favor a link that exhibits an apparent im-
pact on the network connectivity, but is not essential to protect
all the demands. For instance in the example of Fig. 8, a good
candidate link for removal would be or . The
link is then reinserted to simulate a capacity upgrade, and the
demand routed in the first step is re-optimized in the upgraded
network. Net-A being a real network, the first two steps were
performed in a more imbricated way during the construction of
the network. For instance, Table IV indicates that the size of
Net-A increased from 75 to 79 links over the study period. Other
affecting factors are the policy used to add new channels with
respect to demand growth, and the pattern of channel unavail-
ability caused by maintenance or failure conditions. Table V and
Table VI summarize the results for the partial and the complete
re-optimization respectively when the infrastructure of the net-
work evolves in time. As before, the tables show the quantities

TABLE V
PARTIAL RE-OPTIMIZATION—GROWING INFRASTRUCTURE

TABLE VI
COMPLETE RE-OPTIMIZATION—GROWING INFRASTRUCTURE

measured before and after re-optimization. Note that the sav-
ings for Net-A are substantial. Unlike the static scenarios where
channel availability is not an issue and assumed to be unlimited
during the initial routing, the demands of this network have been
routed while new channels were being added later, or while ex-
isting channels or links may have been unavailable for mainte-
nance reasons, thus creating opportunities for optimization. The
latter is the most realistic mode of operation, and the most likely
to occur. Worth noticing for this scenario, is the reduction in pro-
tection path latency measured as the average number of channels
traversed by the protection paths, which decreases from 7.1 to
5.24 hops for the partial re-optimization of Net-A.

Note that depending on the scenario, the difference in terms
of performance between partial re-optimization and complete
re-optimization is more or less pronounced. This can be due to
a combination of factors, such as the demand set, or the network
topology. Most importantly, it is how network capacity and de-
mand growth are achieved. In the case of Net-A the two occur
simultaneously and this case should be considered separately.
In the case of Net-B, Net-C, and Net-D, it depends on the link
that is added to simulate growth. We can illustrate this with a
network constituted of two regions and only connected
by two fibers and . Any pair of demands between and

cannot share backup capacity in or , because in this
part of the network either their working paths are not disjoint,
or their backups are disjoint. If we add a third fiber between

and , and re-optimize the demands between the two re-
gions, the new capacity can be used to enable sharing across the
backup paths. However, in order to get the most benefits of it, it
may be necessary to re-optimize the working paths as well. For
instance, if the working paths are all routed on by the initial
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Fig. 9. Network growth over a period of 14 months, and effect of partial
re-optimization on number of ports reserved for backup (normalized).

online-routing, then the addition of fiber followed by a par-
tial re-optimization does not enable capacity sharing between
the backups, because all the working paths have a common point
of failure on fiber . On the other hand, a complete re-opti-
mization that distributes the working paths on the three fibers
would allow sharing.

E. Network Dynamic

We had the opportunity to observe the effect of re-optimiza-
tion on Net-A at different intervals over a 14 months period.
Our measurements shown in Fig. 9 demonstrate that the net-
work imitates the behavior illustrated in Fig. 2. To conclude the
study, we performed over this period two actual backup re-opti-
mizations of the network, saving each time the operator 27% to
31% of the number of backup ports by re-routing a subset of the
backups. The corresponding savings in total number of primary
and backup ports were respectively 15% to 19%. The freed ca-
pacity could be reused to carry new demands.

VI. CONCLUSION

In this paper we have presented a re-optimization algorithm to
re-arrange shared mesh protected lightpaths. The proposed algo-
rithm allows for two types of re-optimization. A complete re-op-
timization algorithm that re-routes both primary and backup
paths, and a partial re-optimization algorithm that re-routes the
backup paths only. Re-routing backup paths only is a sub-op-
timal but attractive alternative that avoids any service interrup-
tion. Our experiments indicate that the complete re-optimiza-
tion achieves a 3% to 5% savings in the cost of the network, and
most of the improvement can be achieved by way of the par-
tial re-optimization alone. Re-optimization would only occur at
certain intervals (every few weeks or couple of months) or upon
certain events such as when new links are added, or when the
potential savings from re-optimization exceeds some threshold.
We also prove that although none of the proposed algorithms is
guaranteed to find the minimum cost solution, there exist cases
where the re-optimization algorithm can achieve the optimum
result, while there are no demand sequences for which a sequen-
tial routing algorithm can.

APPENDIX

In this Appendix we give the ILP formulation for the routing
problem of shared mesh protected demands in optical mesh net-
works. We distinguish between two schemes to allot channels to
protection paths as discussed earlier in the introduction. There
are “pre-assigned channels” and “pooling.” We precise the dif-
ferences between the two schemes in the formulation where ap-
plicable.

For each demand, the ILP formulation selects the primary
from a prescribed set of possible paths, whereas backups are
determined according to the node-arc flow conservation equa-
tion. Although this implementation may leads to sub-optimal
solutions if the set of possible primary paths is not appropri-
ately constructed, it nevertheless allows us to pin down the pri-
mary paths for partial re-optimizations, and has the advantage
of being less complex and faster to solve.

A. ILP Description

Inputs:
• : set of nodes
• : set of undirected edges
• : set of demands
• : set of candidate paths for demand , member of

.
• : ith primary path for demand ,
• : Network link cost of link , member of
• : set of all failure scenarios (set of all links)

Variables
• : binary, equal to 1 if the th route is chosen as the

primary path for demand
• : binary, equal to 1 if node appears in the backup path

of demand
• : binary, equal to 1 if backup path of demand uses

link , member of
— With pre-assigned channels (assuming fixed link capaci-

ties): We define to be 1 if backup path of demand d
uses channel , .

• : capacity on link , member of (upper-bounded
if pre-assigned channels.)

• : binary, equal to 1 if backup path of demand uses
link upon failure scenario , member of , belongs
to the set of all links of all primary paths for demand .

— With pre-assigned channels (assuming fixed link capaci-
ties): We define to be 1 if backup path of demand
uses channel upon failure scenario ,

Objective: Minimize the total cost

Constraints: One primary path is chosen for each demand

Primary and backup paths must be diverse
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Flow conservation equations that determine the backup path

if
otherwise.

The constraint on the link capacity must be satisfied

Constraints on the sharing variables

Or, with pre-assigned channels the constraint on the sharing
variables is
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