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1 Introduction

Dense Wavelength Division Multiplexed (DWDM) mesh networks that route optical connections using optical cross-connects (OXCs) have been proposed as the means to implement the next generation optical networks [1]. Following a wave of timely technological breakthroughs, optical network equipment vendors are now announcing a variety of optical switching systems capable of exchanging and redirecting several terabits of information per second. The dimensions of the proposed switches are colossal, ranging from a few tens to several thousand ports with each single port capable of carrying millions of voice calls, or thousands of video streams. Optical network architectures as we envision them now not only provide transmission capacities to higher transport levels, such as inter-router connectivity in an IP-centric infrastructure, but also provide the intelligence required for efficient routing and fast failure restoration in core networks [2-4]. This is possible due to the emergence of optical network elements that have the intelligence required to efficiently manage such networks.

The network architectures under consideration in this paper contain opaque (OEO) switches (with an electronic switch fabric) in an opaque network (with transponders present in the WDM systems). The interfaces to the switch fabric are opaque interfaces, which means that transceivers are present at all interfaces to the switch, and these transceivers provide an OE (input) and EO (output) conversion of the signal. The presence of the transceivers at the edges of the switch fabric enables the switch to access the signal's overhead bytes for control and signaling functions. The opaque transceivers provide support for fault detection and isolation, performance monitoring, connection verification, neighbor/topology discovery and signaling, as well as support for implementing the network routing and restoration protocols.

Optical network architectures are exposed to multifarious risks of breakdowns, either due to human-induced mishaps such as accidental fiber cuts and operation mistakes, or equipment malfunctions such as switch and laser failures. Two competing approaches are being proposed for providing the appropriate recovery mechanisms that guarantee service flow continuity in these circumstances. In the peer-to-peer approach [5-7], interweaved optical and higher layer equipment act in symbiosis under the same control plane. In the overlay approach [5,6], optical and logical domains are two separate entities with individual control planes, exchanging management services through a standard interface. The peer-to-peer approach relies on a
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unified bandwidth management protocol to reassign bandwidth away from defective areas in the network and reestablish the interrupted data services. In the overlay approach, each layer independently relies on its own restoration mechanism in a manner that is independent and transparent to one another. In this presentation the focus is on restoration in the optical domain assuming the overlay approach. We compare different lightpath on-line routing techniques, as well as different OXC-based protection and restoration approaches and we derive tradeoffs and discuss reliability versus complexity and economic considerations.

In section 2 of this document we describe the network architecture and specifically the optical layer in that architecture. Section 3 deals with the objectives and constraints that must be considered when selecting a route in the optical layer. Section 3 also discusses the advantages and disadvantages of centralized versus distributed routing algorithms. Section 4 addresses OXC-based protection/restoration in an optical mesh network. It defines (and differentiates) the notions of Shared Risk Group and node switch failures in the optical layer and provides a comparative overview of existing and proposed OXC-based protection and restoration mechanisms, with details on costs, restoration speed, level of protection, and implementation complexity for each mechanism. Experiments and results are presented in Section 5, followed by concluding remarks in Section 6.

2 Network Architecture

Many network architectures exist or have been suggested and it is not the intention of this paper to enumerate them exhaustively (see [5,8-10] for further information and useful references on this topic). However we observe that all the proposed architectures repose on a common denominator. It is this generic model that we present here. The model consists of three superimposed layers. Each layer provides well-defined services to its superjacent layer while concealing implementation details to it. As shown in Figure 1, from top to bottom the layers are (1) Service layer, (2) Logical (Electrical) layer and (3) Optical layer.

This paper focuses only on the optical layer, which offers and manages the capacity required to transport traffic between clients in the logical layer. Figure 2 depicts an example of a logical network (two IP routers) linked to an optical network (four optical switches). Optical switch ports are either: (1) add/drop ports, interfacing the optical layer to the client's logical layer, or (2) network ports, interconnecting optical switches. Using our graph representation, nodes are optical switches, and links are bundles of bi-directional optical channels between pairs of optical switches. An optical channel is a wavelength that connects the network ports of adjacent optical switches. A link in the logical layer is realized by way of optical channels in tandem forming a lightpath (circuit) between the end-nodes of that link.

The optical layer faces the same challenges, and conceptually even borrows solutions from the logical layer. For instance, it relies on Generalized MPLS (GMPLS) [11-13] to encompass all types of architectures, including wavelength-oriented traffic engineering and management. It also relies on Neighbor Discovery Protocol (NDP)/Link Management Protocol (LMP) [6,7,14] and Open Shortest Path First (OSPF) protocol [15] to create and publicize the network's topological views. Differences that set apart the optical layer from its logical counterpart are among others: (1) routing in the optical layer is exclusively circuit oriented, (2) circuit set-up and tear-down is done at a much slower time scale and (3) the granularity of the logical layer is much lower than the granularity of the optical layer.

In the overlay approach the layers work individually, with the client logical layer leasing resources from the optical layer. The User Network Interface (UNI) harmonizes communication of control messages between the two domains [16]. In addition, an optical carrier will normally acquire network components from several vendors. A suite of protocols is being developed to allow for the
3 Routing in the Optical Layer

3.1 Route computation

Routing in a multi-layered architecture is preferably done separately in the logical and in the optical layer [18]. It is the latter that is addressed here. When solving the route computation problem, several metrics need to be considered. Depending on the allotted budget and the desired QoS, each metric either enters as a parameter in the algorithm's objective function to be minimized, or used as constraint to eliminate solutions that do not meet practical limits [19]. Some of these metrics are:

1. Cost: The use of optical channels entails a cost. It is henceforth important to ensure that the cumulated cost does not exceed the client's budget.
2. Bit-rate: The bit-rate of all the selected optical channels along the route must meet the lightpath's bandwidth prescribed by the client layer. If the switch implements grooming operations, then the capacity of one optical channel may be shared among several lightpaths of lower capacity.
3. Bit-propagation delays—same as cost. Requires a link length or link delay attribute.

The objective of the shortest path algorithm is to either preserve spare capacity by using a minimum number of optical channels, or to find the solution that incurs the minimum cost. Therefore, among the link attributes that are necessary to achieve routing operations, are (a) the cost per optical channel, (b) the list of available optical channels in the link, (c) their bit-rates, (d) the grooming capabilities of the link, and (e) the propagation delay. Other factors that must be considered are:
4. Resilience (e.g., link failure versus node failure, single failure versus multiple failures).
5. Maximum restoration-time required to restore a service if a failure occurs.
6. Complete or partial knowledge about the network state and link attributes. We address this issue in the next section.

It is important to note that the routing problem addressed in this paper is on-line routing in an opaque network architecture that utilizes OEO switches, where wavelength conversion is a byproduct of the switch architecture.

3.2 Centralized vs distributed routing

The procedure to route a lightpath consists of two tasks: (1) route selection, and (2) channel selection. Route selection involves computation of the primary and backup paths from the ingress port to the egress port across the mesh optical network. Channel selection deals with selecting individual optical channels along the primary and backup routes. The problems of selecting a route together with selecting channels on the route are closely coupled and if an optimal solution is sought both problems should be solved simultaneously. In practice, depending on the view of the network and the amount of information available at each node, both tasks can be accomplished in either a centralized, or in a distributed manner. In the centralized approach, the joint problems of route computation and channel assignment for a lightpath are solved from a Centralized Management System (CMS) that has access to the complete network state of the optical cross-connects, including the topology and lightpath databases. In the distributed approach, lightpaths are routed by the Control Module (CM) of the ingress OXC using its local databases. The local database
at the switch contains the summarized topology disseminated by a link-state protocol such as OSPF, and those provisioned demands whose primary or backup paths traverse that switch. Routing is therefore performed first and is in the most part oblivious to the network-wide configuration of the lightpaths - channels are assigned next.

In centralized provisioning a request for a lightpath is established through the UNI or the Network Management System (NMS) and sent to the CMS. The CMS computes the route, assigns the optical channels along the route, and sends a request to establish the lightpath to the ingress CM of the route. The message sent by the CMS to the CM contains the description of the route and the port numbers of each optical channel. The ingress CM configures the associated OXC to create a new connection for the lightpath in accordance with the information provided by the CMS, or returns an error message with the updated state of the switch to the CMS if it cannot create the connection. The CM forwards the request to the next CM on the route and waits for lightpath-setup confirmation from this CM. The lightpath is established and the CMS returns "success" to the UNI if all CMs along the route successfully complete the cross-connection. In distributed provisioning, the UNI request is sent directly to the ingress CM, which acts as a substitute for the CMS. The CM uses its local database to compute the route, but does not have all the necessary information to select the optical channels along the route except for the optical channels adjacent to it. Instead, each CM selects the adjacent optical channel. It then executes the cross-connection, submits the request to set-up a lightpath to the next CM along the route and waits for lightpath set-up confirmation from this CM.

Delegating routing operations to the CMs (distributed routing) enhances network scalability. The downside of distributed routing is that it is possible that the route is sub-optimal or even cannot satisfy all the constraints (although some techniques can be employed to estimate the state of the network using appropriate partial information [20]). Such a solution will lead to increased network capacity requirements and higher network cost [21]. Multiple routing attempts may also be necessary before a feasible path is found.

Finally, note that strategy employed in routing, and the strategy used in the restoration mechanism as described in the next section are independent. It is possible for instance to provision a lightpath in a centralized manner, while relying on a distributed mechanism to protect it.

4 Restoration in the Optical Layer

4.1 Shared risk groups

Failures of multiple optical channels are usually due to fiber or cable cuts. Consider the 6-node optical network of Figure 3(a). Each cylinder in the figure represents a conduit. Optical channels across the two links connecting two distinct pairs of nodes traverse the same conduit. If the conduit and the fibers it contains are accidentally severed all the optical channels inside the conduit fail. The concept of Shared Risk Group (SRG) expresses the risk relationship that associates all the optical channels with a single failure [19, 22]. An SRG may consist of all the optical channels in a single fiber, of the optical channels through all the fibers wrapped in the same cable, or of all the optical channels traversing the same conduit. Since a fiber may run through several conduits, an optical channel may belong to several SRGs. By default in this paper all the optical channels between one node-pair belong exclusively to one SRG. The routing algorithms exploit SRG maps to discover SRG-diverse routes so that after any conduit is cut, there is always at least one viable route remaining for restoration [19]. For instance, in Figure 3(a) the subtraction of any SRG and the optical channels that traverse it, affects at most one of the two shown routes from A to B.

![Figure 3: (a) Shared risk groups (b) SRG classification.](image)
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For obvious reasons, a network topological view alone does not encompass the notion of SRGs. With the exception of the default case, there exists no simple way to automatically generate this information. The network operator must manually provide it.

All SRGs can be expressed as one or a combination of three possible primary types. We describe them in Figure 3(b). The default and most conventional type is type (a) in the figure, which associates an optical channel risk failure with a fiber cut. Another type of SRG very likely to be encountered is type (b). This type is typical of fibers terminating at a switch and sharing the same conduit into the office; that is a conduit cut would affect all the optical channels terminating at the switch. Types (a) and (b) can be characterized in a graph representation as pictured by (a') and (b'). For instance, the removal of the edge in (a'), or the middle node or (b'), disconnects all the nodes which is tantamount to an SRG failure in each case. Using these elementary transformations it is possible to model the network as a graph onto which established shortest-path operations can be applied. Type (c) SRG is the most difficult kind to model and provide diverse routing for. It occurs in few instances, such as for example fibers from many origins and destinations routed into a single submarine conduit, or dense metropolitan areas. Contrary to type (a) and (b), there is no convenient way to graphically represent type (c) SRGs and their presence can increase dramatically the complexity of the SRG-diverse routing problem. A naive representation of the type (c) SRG would be to present it as graph (c'). Such a representation however is erroneous, as it introduces additional paths not present in the original network topology, which could lead us to routing computations that are not physically feasible.

Note that if an arbitrary set of links can belong to the same SRG, then the problem of finding SRG-diverse primary and backup routes between a pair of nodes in the network is NP-complete (see Appendix 7.1). Essentially, the difficulty of 1 + 1 SRG-diverse routing arises because the architecture allows SRGs to be defined in arbitrary and impractical ways which forces an algorithm to enumerate (potentially exponential number of) paths in the worst-case (unless $P = NP$).

4.2 Node vs SRG failure

We consider two types of protection: (1) SRG failure resilient, and (2) node failure resilient. Resilience against SRG failures is achieved by way of path diversity, as explained in Section 4.1 and illustrated in Figure 4(a). Some level of node failure protection can be realized by way of a redundant switch fabric. Note that this architecture does not recover from severe events, such as electrical fires, that affect both switching fabrics. If protection against this type of failure is also desired, it is necessary to provision routes that are SRG-and-node disjoint, as shown in the example of Figure 4(b). However, node- diverse paths consume more resources than the less conservative SRG-diverse scheme pictured in Figure 4(a).

4.3 Taxonomy of protection/restoration schemes

In this section, we classify the existing protection/restoration types. For each type of protection/restoration we briefly explain its distinctive characteristics such as tradeoffs of cost versus efficiency, speed of recovery, and other features that set it apart from other types without discussing the implementation details.

Before entering into the details of the protection/restoration taxonomy, we present in Table 1 six possible protection/restoration approaches (this is the extension of a similar table presented in [23]), the details of which are presented later in this paper. The table enumerates the three components managed during restoration. The components are the alternate route around a failure, the channels used along that route, and the embedding of the route into the optical switches. Each category indicates the dependence of each component on the origin of the failure. Components that do not depend on the failure may be assigned before the failure occurs. For components that are assigned after failure occurrence, the table also distin-

Figure 4(a): SRG-diverse paths (b) Node-diverse paths.
guishes between pre-computed components and components determined in real-time. The former depends on the ability of the optical network to perform rapid fault isolation and select the pre-computed components from a look-up table or map based on the origin of the fault.

In this paper, with a few exceptions, we only consider the case of pre-computed restoration paths independent of the failure (categories 1 and 2 in Table 1). For the case where the restoration paths are computed in real-time after a failure is detected and localized, see [24, 25]. In addition, we highlight architectures where the restoration path is the same for all possible failures (as opposed to architectures where a different pre-computed path may exist for different failures).

Starting from the highest level of this hierarchy, protections against failures can be classified into two main categories, (1) local span protection, and (2) end-to-end lightpath protection or path protection.

### 4.3.1 Local span protection

In OXC-based local span protection, whenever a failure is detected, the optical nodes closest to the failure attempt to reroute the lightpaths through alternate circuits around the failure. This protection scheme theoretically yields faster and higher availability, since most of the time only the disabled portion of the path is bypassed. On the downside, the alternate routes differ for each failure and are difficult to anticipate. The theoretically preferred approach to address this problem is to simulate all possible failures and create directive maps stored in the optical switches that assign a pre-computed switch configuration for each failure scenario (categories 4, 5 in Table 1). However, the generated maps may become very large and the concept does not scale well with the size of the network. The approach also entails lengthy computations whenever a new lightpath is provisioned since it must account for every failure scenario in order to populate the map. For this reason, spare capacity is usually not reserved ahead of time. Instead, the restoration routes are computed on the fly upon a failure event (category 6 in Table 1). This becomes an issue if the failure disrupts many parallel optical channels and sets off a cascade of real-time recovery procedures at the optical switches adjacent to the failure. In either case, this protection scheme relies on the ability of the network to isolate the failure. Furthermore, link-based restoration schemes require more restoration capacity than path-based schemes [27, 28].

### 4.3.2 Path protection

In end-to-end OXC-based path protection, the ingress and egress nodes of the failed optical connection attempt to restore the signal on a predefined backup path, which is SRG-disjoint, or diverse, from the primary path [29, 30]. Path diversity guarantees that primary and backup light-
paths will not simultaneously succumb to a single failure. Unlike local span protection, secondary routes are provisioned with the primaries and thus the restoration does not involve further real-time path computations. Also, the detection of the signal degradation or signal failure takes place at the add-drop ports of the path's egress switches, where access to the overhead bytes is a byproduct of the port's design. Another advantage of OXC-based path protection is that the restoration processing is distributed among ingress and egress OXC nodes of all the lightpaths involved in the failure, compared to OXC-based local span protection where a comparable amount of processing is executed by a smaller set of OXC nodes adjacent to the failure. In the following, we will only consider the cases where the protection path is failure-independent and is thus the same for all types of failures. By way of this restriction, the restoration paths may be computed and assigned before a failure occurrence. There are two sub-types of path protection: (1) 1 + 1 dedicated protection, and (2) shared mesh restoration.

4.3.2.1 Dedicated protection
(a) Protect against single SRG failures

Dedicated 1 + 1 protection is illustrated in Figure 5. The network consists of four logical nodes (A to D) and two demands (AB and CD) accommodated across an eight node optical network (S to Z). The provisioning algorithm of this architecture computes and establishes simultaneously the primaries and their SRG-disjoint protection paths. During normal operation mode, both paths carry the optical signal and the egress node selects one of the two copies. This is the fastest restoration scheme since for every lightpath one device is responsible for all the necessary failure detection and restoration functions. But it is also the most exigent in terms of resource consumption. The problem of finding SRG-diverse routes is trivial if SRGs are of type (a) or (b), or a combination of both, since they can be easily represented in a graph model as indicated earlier in Section 4.1. There exist optimal algorithms (in terms of minimizing the capacity required) to solve this problem [31]. For the case of type (c) SRGs the problem is provably NP-complete and pseudo-optimal solutions must be obtained, using enumerative approaches. The problem is also NP-complete if the selected routes must respect a set of independent constraints, such as maximum round trip delay or (alternatively) maximum path length expressed in geographical distance units.

(b) Protect against single node failures

If protection against node failure is also desired, then primary and backup paths must be node-disjoint in addition to SRG-disjoint. As explained earlier, node protection may require more protection capacity. However, experiments indicate that the two types of protection use comparable amount of capacity. The problem of finding node diverse routes is equivalent to the problem of link-diverse path routing. The same algorithm is capable to solve either problem, using the transformation pictured in Figure 6 to represent nodes as directed links, by introducing an in-node (shown as ⊕) and an out-node (shown as ⊖) [32]. Clearly, if a pair of paths is edge-disjoint in Figure 6(b), then it is also node-disjoint in Figure 6(a). In example there is no edge-disjoint path from A to Z in the graph representation, and thus no node-disjoint pair of paths in the network.

4.3.2.2 Shared mesh restored lightpaths
(a) Protect against single SRG failures

As in dedicated protection, in shared mesh restoration backup paths are predefined, but the cross-connections along these paths are not created until a failure occurs. During normal operation the spare optical channels reserved for protection are not used. Since the capacity is only "soft reserved", the same optical channel can be shared to protect multiple lightpaths. There is a condition though that two backup lightpaths may share a reserved channel only if their respective primaries are SRG-disjoint, so that a failure does not interrupt both primary paths. If that happened, there would be contention for the reserved channel and only one of the two lightpaths would be successfully restored. Two lightpaths, or their protection, are said to be mutually compatible, if they are not affected by the same failure. If not, they are incompatible. Figure 7(a) (for normal mode) and Figure 7(b) (for restoration mode) picture an example of shared mesh restoration. The demand and the network are the same as in dedicated protection. The dashed lines represent reserved channels. Using the routing of Figure 7(a), demands AB and CD are compatible with respect to SRG-failures and thus their protection paths share a single optical channel in link S-T, one less than in dedicated protection. Upon failure as depicted in Figure 7(b), the ingress and egress nodes of the disconnected paths (X and Z in example) emit a request to the switches along the protection paths (S and T in example) to establish the cross-connections for that path. Once the cross-connections are established, each ingress and egress node restores
the connection to the new path. This architecture requires fewer resources than in dedicated protection.

However, the restoration involves more processing to signal and establish the cross-connections along the restoration path. There is thus an evident trade-off between capacity utilization and recovery time.

Note that in the previous section reserved channels were assigned to the restoration paths regardless of the origin of the failure. They are actually two policies to assign reserved channels to restoration paths. A failure dependent strategy assigns the reserved channels in real time after failure occurrence on a first-come, first-served basis depending on availability (category 3 in Table 1) [33]. We assume that a proper spare channel-provisioning scheme ensures enough restoration channels so that all lightpaths can be restored. A failure independent strategy assigns the reserved channels at the time of lightpath provisioning prior to a failure occurrence (category 2 in Table 1). The advantage of the second approach is that during lightpath restoration the switches on the protection paths immediately and individually cross-connect to predetermined channels, based on the identifier of the lightpath being restored.

If the channels are not pre-assigned, adjacent switches on the protection path must agree on the channels to be used for restoring the lightpath before establishing a cross-connection. This approach requires a handshake protocol and inter-switch signaling, which may be time consuming and inadequate if restoration speed is an issue. However, it is possible that in very rare pathological cases, the failure dependent approach reserves less channels for an equivalent level of protection. Consider for instance Figure 8. The figure represents four primary lightpaths routed in an optical network and their respective protection paths outlined with dotted lines. In this example the optical switches are not pictured. The lightpaths are pair-wise intersecting over six different fibers. The protection paths are all intersecting into one single fiber and may share reserved channels. A primary fiber cut in this example interrupts only two lightpaths, and thus two reserved channels are enough to restore the paths on a first-come first-serve basis. If the channels are predetermined in a failure independent manner, four reserved channels, one for each protection path, are necessary to accommodate all existing combinations of lightpath pairs. However, experimental results indicate that in most situations both approaches are equivalent and the potential saving even if it exists may not justify the additional complexity and processing time of the failure dependent approach [26].

Figure 7: Shared Mesh Restoration: (a) Network connections before a failure occurs (b) Network connections after a failure occurs.
Given an optical network with default SRGs, and a set of already established shared mesh restored lightpaths, the problem of finding a feasible primary and shared-backup path for a new lightpath request is NP-complete. The proof of the NP-completeness is shown in Appendix 7.2.

(b) Protect against single node or SRG failures

In shared mesh restoration, node-diversity between primary and backup paths does not guarantee full protection against node failures. Consider the example of Figure 9. The figure illustrates two primary bi-directional lightpaths (solid lines) and their corresponding backup paths (dotted lines) for demands $(d, h)$ and $(b, f)$. In this example SRGs consist exclusively of all the optical channels in a link. The primary paths intersect on node $i$, while both secondary paths traverse links $e$ and $d$. The primary paths are SRG-disjoint, and so according to the sharing rules, the secondary paths may share reserved channels in their mutual links. If node $i$ fails, reserved channels are allotted on a first-come first-serve basis and one demand is lost. This is an acceptable outcome if there is no commitment to restore either demand after a node failure. Otherwise the secondary paths cannot share channels if restoration is also required in the event of a node failure for both demands.

If it is desired that one demand only, say $(b, d)$, survives a node failure, then in theory the secondary paths may share reserved channels. However, in practice if node $i$ fails, contention occurs for the reserved channels during restoration, and a first-come first-serve policy does not enforce systematic restoration of $(b, d)$, the demand that must be restored. In some cases, assigning a higher priority to $(b, d)$ as compared to $(b, f)$ may be appealing and a priority-based, preemptive protocol may be used. The routing algorithm must implement a more conservative redefinition of the sharing condition in order to avoid these pitfalls. As a result of these enhanced sharing-conditions, the routing algorithm can guarantee the appropriate protection level for a lightpath.

The provisioning of shared mesh restored paths that guarantees protection against node failures entails more conservative rules of sharing. Assuming that (a) $p_i$ and $p_j$ denote two primary lightpaths, (b) $S_i$ and $S_j$ denote the SRG sets traversed by lightpaths $p_i$ and $p_j$ respectively, (c) $N_i$ and $N_j$ denote the node sets traversed by lightpaths $p_i$ and $p_j$ respectively, (d) $M_i \subseteq N_i$ and $M_j \subseteq N_j$ denote critical node sets (these are nodes for which restoration is required in case of failure—typically all nodes along the path, except originating and terminating nodes) and (e) Primaries $p_i$ and $p_j$ must be restored if a single failure occurs in $|S_i, M_i|$ and $|S_j, M_j|$ respectively:

Then $p_i$ and $p_j$ are "compatible" and their secondary paths may share channels if:

(a) $S_i \cap S_j = \emptyset$

(b) $M_i \cap N_j = \emptyset$ and $M_j \cap N_i = \emptyset$

Otherwise $p_i$ and $p_j$ are said to be "conflicting".

Rules (a) and (b) express the condition that to be compatible, two primaries must be SRG and critical node-disjoint, that is they must not be affected by the same failure for which recovery is required.

Note that the current tenet in network mesh restoration is that protection against single link failures protects against node failures for nodes of degree up to and including 3. This is true for dedicated protection, but not for shared mesh restoration, as demonstrated in the example of Figure 10.
<table>
<thead>
<tr>
<th>Protection Architecture</th>
<th>SRG type (Section 4.1)</th>
<th>Complexity of online Routing</th>
<th>Restoration Resources (% of working capacity)</th>
<th>Speed of Protection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 + 1 SRG Failure protected</td>
<td>a), b) c)</td>
<td>Polynomial</td>
<td>100%-170%</td>
<td>Very fast</td>
</tr>
<tr>
<td>1 + 1 SRG and node failure protected</td>
<td>a), b) c)</td>
<td>NP-complete</td>
<td>&gt;100%</td>
<td>Very fast</td>
</tr>
<tr>
<td>SRG failure shared mesh restored</td>
<td>a), b), c)</td>
<td>Polynomial</td>
<td>100%-175%</td>
<td>Very fast</td>
</tr>
<tr>
<td>SRG failure node restored</td>
<td>a), b), c)</td>
<td>NP-complete</td>
<td>&gt;100%</td>
<td>Very fast</td>
</tr>
</tbody>
</table>

Table 2: Summary of different architectures and their complexity (centralized routing).

*All the percentages are based on a specific set of experiments and may change for different networks and demand sets.

The example depicts two primary bi-directional lightpaths for demands (a,e) and (f,e). Their respective restoration paths traverse links d-e and c-d. Node f is the source of (f,e) and an intermediate node of (a,e). Even though node f has degree 3, the sole provisioning of mesh restoration for link failures would not protect the lightpaths against a failure of this node, since node e may initiate a request to reserve protection channels on edge c-d and/or d-e, and thereby prevent the restoration of (a,e). Such level of protection is required, the rules of sharing stipulated above must be enforced with node f in the critical node list of demand (a,e).

4.4 Architectures and solutions—summary

In the following table, we summarize the protection architectures presented earlier in this section. For each protection architecture and SRG type, we indicate the complexity of the lightpath provisioning operation (Polynomial or NP-complete), the speed of protection as well as the cost of the service expressed in amount of resources used by the protection mechanism (in percentage of effective capacity). As previously mentioned, on-line routing in an opaque network architecture that utilizes OEO switches is utilized for this work.

5 Experiments and Results
5.1 Resource utilization of each restoration architecture for centralized routing

All simulation experiments were run on two networks. N17 is a 17-node, 24-edge network that has a degree distribution of (8,6,1,2) nodes with respective degrees (2,3,4,5). N100 is a 100-node, 137-edge network that has a degree distribution of (50,28,20,2) nodes with respective degrees (2,3,4,5). These are realistic architectures representative of existing topologies. It is assumed that these architectures have infinite link capacity, and SRGs comprise exclusively of all the optical channels in individual links. Five network robustness scenarios are considered: no protection; dedicated protection with provisioning to recover from single link failures; dedicated protection with provisioning to recover from single link or node failures; shared mesh restoration to recover from link failure; and shared mesh restoration to recover from single node failures. In N17, demand is uniform, and consists of two bi-directional lightpaths between every pair of nodes. This amounts to 272 lightpaths. In N100, 3278 node-pairs out of 4950 possible node pairs are connected by bi-directional lightpaths. Requests for lightpaths arrive one at the time (on-line routing) in a finite sequence and in an order that is arbitrary but common to each scenario to ensure a fair comparison. Figures of merit are capacity requirements separated into their primary and restoration parts, and expressed in units of bi-directional OC-48 channels.

Results are presented in Figure 11 and Figure 12. The quantities shown on the charts are averages over a series of 10 experiments using various demand arrival orders. These results indicate that dedicated link-disjoint and node-disjoint approaches consume approximately the same total amount of capacity. This is expected since dedicated protection against link failures protects against node failures as well for nodes up to and including degree 3, and these nodes constitute a majority of all the nodes in the networks. This property does not apply to shared mesh restoration, and in lightpaths that must be protected against node failures, even for nodes of degree 3. Because of this and other reasons whose interpretation is not within the scope of this presentation, the provisioning of shared mesh restoration to recover from node failures requires (in comparison to the dedicated schemes) more resources than to recover from link failures. The relative difference however is negligible considering the benefits of protecting the network against node failures.

5.3 Centralized vs distributed routing

In the next set of experiments we compare centralized and distributed routing. We use the same network as before, but different order of demands. Here we assume that distributed routing has access to topological information and link utilization, but does not know about existing lightpaths, and thus cannot derive lightpath compatibility information. The reserved channels are thus
assigned after the routes are computed—as opposed to centralized routing, where routes can be computed to maximize the sharing and minimize the allocation of new optical channels on primary and backup paths.

Results for the N17 network are shown in Figure 13. Experiments indicate that distributed routing of shared mesh restored lightpaths incurs a capacity penalty of 12% to 17% over centralized routing. Similar results for the N100 network can be observed in Figure 14.

Note that in shared mesh restoration, provisioning of protection paths sometimes requires longer paths that consist exclusively of reserved channels, rather than shorter paths where new channels must be reserved. Several experiments were performed to evaluate the effect of additional hops allowed on backup path over shortest-hop alternate path. Various tradeoffs between the backup path length and the protection capacity for shared-mesh protection (by limiting the length of the back-up path, or changing the cost of using shared channels) are reported in [34].

6 Conclusion

In this paper we have discussed various on-line routing techniques to provision lightpaths in a layered architecture that uses dedicated control and management plane for each layer. Focusing our attention on the OXC-based restoration in the optical domain only, we reviewed and compared a set of protection and restoration architectures. In order to conduct these comparisons we first described multiple scenarios based on architecture characteristics (e.g., Shared Risk Groups), the type of failures for which protection was required (e.g., node or link) and whether the provisioning of lightpaths was centralized or distributed. We then compared available protection/restoration mechanisms taking into consideration figures of merit.
such as redundant capacity and speed of restoration to sieve out the most appropriate protection schemes for each failure scenario. Experimental results show that the amount of resources used protecting node failures using the dedicated (1 + 1) protection mechanism is only marginally higher than (1 + 1) dedicated protection against SRG failures, and the difference may not justify the implementation of a dedicated protection mechanism that protects against SRG failures only. If minimizing the cost of the service is the main objective, then shared mesh restoration, which allows channel sharing among the restoration routes, is more appropriate. Shared mesh restoration has also the additional advantage over dedicated protection that it promotes preemiptible services that use idle restoration channels, giving way to higher priority services when a failure occurs. However, unlike dedicated protection, shared mesh restoration against node failures consumes substantially more resources than restoration against link failures. Thus, if shared mesh restoration is utilized, there is a trade-off in terms of enhanced network resilience versus network capacity and subsequently network cost.

Other important aspects that has been put aside in this paper, and are good candidate topics for future work in the area, are the constraint of round-trip delays and simulation of restoration times under various load conditions. For a fair comparison with other types of protection, it is important to limit the length of the restoration paths in order to respect prescribed round-trip delays and

Figure 13: Comparison of centralized Vs distributed routing for different protection architectures (17 nodes).

Figure 14: Comparison of centralized Vs distributed routing for different protection architectures (100 nodes).
provide equivalent level of services on primary and restored paths. Our experiments indicate that restoration paths with unrestricted lengths may reserve an arbitrary large number of channels, although on the average the length does not increase much compared to the shortest-hop alternate restoration paths [36].

7 Appendix
7.1 Diverse routing with general SRGs

SRG Diverse Routing Problem: Given an optical network topology with general SRGs, and given node A and node Z, is there a feasible 1 + 1 SRG diverse route from A to Z?

SRG Diverse Routing Problem is NP-complete:
1) SRG Diverse Routing ∈ NP. Given a pair of diverse routes from node A to node Z we can ensure that their edges do not share any SRGs.
2) We can apply the 3-SAT problem expression [35] to the SRG Diverse Routing problem as follows: The 3-SAT boolean expression consists of a set of clauses \( C_1, C_2, \ldots, C_m \) where each clause is a disjunction of 3 literals, e.g., \( C_1 = \{ x_1, \bar{x}_2, x_3 \} \) ( \( x \) indicates not \( x \)). The problem seeks to find an assignment of boolean values to the variables that satisfies all the clauses.

7.2 Shared mesh restored lightpath routing

Shared Mesh Restored Lightpath Routing Problem: Given an optical network topology (with default SRGs), and a set of already provisioned shared mesh restored lightpaths \( P \), and given node A and node Z, is there a feasible shared mesh restored (edge-failure restored) lightpath from A to Z?

Shared Mesh Restored Lightpath Routing Problem is NP-complete:
1. Shared Mesh Restored Lightpath Routing ∈ NP. Given a feasible pair of primary and backup paths for a shared mesh restored lightpath, from node A to node Z, we can ensure that the primary and backup paths are edge-diverse, and that the rules of sharing are not violated on the backup path.
2. We can apply the 3-SAT expression to Shared Mesh Restored Lightpath Routing as follows: The 3-SAT boolean expression consists of a set of clauses \( C_1, C_2, \ldots, C_m \) where each clause is a disjunction of 3 literals, e.g., \( C_1 = \{ x_1, \bar{x}_2, x_3 \} \) ( \( x \) indicates not \( x \)). The problem seeks to find an assignment of boolean values to the variables that satisfies all the clauses.

To each variable \( x_i \), we associate two edges (with available unassigned channels), one labeled \( x \) and one labeled \( \bar{x} \), as illustrated in Figure 15. To each clause \( C_i = \{ x_1, x_2, x_3 \} \), we associate three edges (each with available channels), labeled \( C_{x_1}, C_{x_2}, C_{x_3} \). There is an SRG defined between edge labeled \( C_{x_1} \) and \( C_{x_2} \). There is an SRG diverse route between A and Z iff the 3-SAT expression is satisfied. If there is an SRG disjoint pair of routes between A and Z, then one of the routes would have to traverse the top part of the graph (through edges labeled \( x \)), and the diverse route would have to traverse the bottom part (through edges labeled \( C_{x_1} \)). If the route traverses through the edge labeled \( x \) then the variable \( x \) is assigned the value 1, and if it traverses through the edge labeled \( \bar{x} \), the variable \( x \) is assigned the value 0 (the route has to traverse one or the other edge). This assignment of boolean values to the variables must satisfy each clause because, given clause \( C_i = \{ x_1, x_2, x_3 \} \) the diverse route must traverse one of the edges \( C_{x_1}, C_{x_2}, C_{x_3} \). Say it traverses \( C_{x_1} \), then the boolean assignment to variable \( x \) must satisfy clause \( C_i \) (because of the way SRGs are defined). If there is a satisfying assignment of boolean values to variables then there is an SRG diverse pair of routes. If variable \( x \) takes value 1, then the primary path traverses through edge \( x \), and if \( x \) takes value 0, the primary path traverses through edge \( \bar{x} \). For each clause \( C_i = \{ x, y, z \} \), the backup path traverses through one of the edges \( C_{x}, C_{y}, C_{z} \), whichever is satisfied.
verse the bottom part (through edges labeled $C_x$). If the route traverses through the edge labeled $x$ then the variable $x$ is assigned the value of 1, and if it traverses through the edge labeled $\overline{x}$, the variable $x$ is assigned the value of 0 (the route has to traverse one or the other edge). This assignment of boolean values to the variables must satisfy each clause because, given clause $C = \{x,y,z\}$ the diverse route must traverse one of the edges $C_x$, $C_y$, or $C_z$. Say it traverses $C_x$, then the boolean assignment to variable $x$ must satisfy clause $C$ (because there is already a provisioned path whose primary path uses edge $x$, whose backup path uses edge $C_x$). If there is a satisfying assignment of boolean values to variables then there is a feasible shared mesh-restored lightpath from node $A$ to node $Z$. If variable $x$ takes value 1 then the primary path traverses through edge $x$, and if $x$ takes value 0, the primary path traverses through edge $\overline{x}$. For each clause $C = \{x,y,z\}$, the backup path traverses through one of the edges $C_x$, $C_y$, $C_z$, whichever is satisfied.

In the common case, when diverse routes with available unassigned channels exist and can be determined by standard diverse routing algorithms, a feasible shared mesh-restored lightpath exists as well (because in the worst case, all unassigned channels can be used on the backup path with no sharing). However, in the case that there is no $1+1$ diverse path between node $A$ and node $Z$, the difficulty arises. This is because in this worst-case, the routing of already provisioned shared mesh-restored lightpaths can lead to complicated "sharing" situations which makes it very difficult (short of exhaustive exponential enumeration of primary paths) to determine if a feasible solution exists. As mentioned above, if there is at least one unassigned channel on each link, a feasible pair of (default) SRG diverse primary and backup routes can be found in polynomial time. However, in the optimization version, we want to minimize the total number of unassigned channels used. This can be shown to be NP-hard by reduction from MAX-SAT [35] through a similar construction.
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