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Abstract—This paper presents a collection of approximation also shown in Figure 1. This line of research is relatively new,
formulas that allow a network planner to quickly estimate the pyt some early work can be found in [1], [2].
size of a mesh optical network with limited inputs. In particular, There exist several schemes for providing protection and

it provides a set of equations that relate number of sites, average . . .
fiber connectivity, demand load and capacity for various mesh restoration of traffic in networks. They range from protecting

protection architectures. These results can be used to easily andSingle links or spans to protecting traffic end-to-end at the path
quickly estimate the amount of traffic that can be carried over a level. In addition, the protection capacity can be assigned in
given network, or, conversely, given the traffic to be supported, advance to pre-computed back-up routes or those routes can
to assess the characteristics of the topology required (in terms of be computed in real-time after the failure. Different schemes

number of nodes, connectivity). Finally, this analysis can be used . . .
to estimate the restoration performance that can be expected achieve different trade-offs between restoration speed and

without resorting to extensive simulation studies. capacity efficiency [3].

Index Terms— Optical networks, mesh networking, restoration,
performance analysis.
I. INTRODUCTION

While investigating, designing, or even negotiating a data-
transport network it is always valuable to quickly anticipate a

Network port

realistic gross estimate of its dimensions and cost. Very often Honeah
the available information and/or time are insufficient to pro- it
ceed with a full-scale study of the network. The task is further éﬂ“‘ =

hindered by increasingly complex protection architectures. For
instance, in shared mesh restoration, additional capacity is re- Slein
served to secure for every demand an alternate route that serves fobri opteatine
as backup in case of failure occurrence along its primary route.
Since not all demands will be affected by a single failure, the
reserved capacity can be shared among multiple demands. £€;  opiical Mesh Network.

amount of sharing and average time to re-establish services

after any failures are difficult to estimate. The objective of | end-to-end or path protection, the ingress and egress
this paper is to provide the framework and the formulas igodes of the failed optical connection attempt to restore
estimate fundamental network characteristics and performangg signal on a predefined backup path, which is SRLG
within an acceptable range of reality without having to resogfisjoint, or diverse, from the primary path [5], [4], [6], [7].

to advanced network planning and modeling tools. These to@igth diversity guarantees that primary and backup lightpaths
would then be used in a second phase when more detailgfl not simultaneously succumb to a single failure. Unlike
designs are required. The model and formulas presented & span protection, backup paths are provisioned with the
also very useful in understanding some fundamental behavigérking paths and thus the restoration does not involve further
of networks as they capture and highlight the key relationshigsa|-time path computations. Another aspect of path protection
between different network characteristics (size, node degr@ethat the restoration processing is distributed among ingress
switch size, utilization,...) and traffic demand characteristicgnqg egress nodes of all the lightpaths involved in the failure,
and network performance (capacity, restoration times,.. . ). Wempared to local span protection where a comparable amount
apply our model and techniques to optical mesh networks processing is executed by a smaller set of nodes, those
shown in Figure 1 made of optical switches connected to eagffjacent to the failure. In the following we will only consider
other over inter-office Dense Wavelength Division Multiplexthe cases where the protection path is failure-independent
ing (DWDM) systems. The optical switches provide lightpathang is thus the same for all types of failures. By way of
based connectivity between client equipments such as routgk$s restriction, the restoration paths may be computed and
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path protection: (1) dedicated mesh (or 1+1) protection, and
(2) shared mesh restoration.

Dedicated (1+1) mesh protection is illustrated in Figure 2.
The network consists of four logical noded to D) and
two demands AB and C' D) accommodated across an eight
node optical network.{ to Z). The provisioning algorithm
of this architecture computes and establishes simultaneously
the primaries and their SRLG-disjoint protection paths. During
normal operation mode, both paths carry the optical signal and
the egress selects the best copy out of the two. In the example
of Figure 2, all the optical channels on primary and secondary
paths are active. In particular, the configuration reserves two
optical channels between nod&sand 1 for protection. This
is the fastest restoration scheme since for every lightpath qpe
device is responsible for all the necessary failure detection and
restoration functions. But it is also the most exigent in terms
of resource consumption. If protection against node failure is
also desired, then primary and backup paths must be n
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Fig. 3. Shared Mesh Restoration: Before Failure.

channel can be shared to protect multiple lightpaths. There is
a condition though that two backup lightpaths may share a
reserved channel only if their respective primaries are SRLG-
disjoint, so that a failure does not interrupt both primary
paths. If that happened, there would be contention for the
reserved channel and only one of the two lightpaths would
be successfully restored. Shared mesh restoration involves
slightly more processing to signal and establish the cross-
connections along the restoration path. There is thus an evident
trade-off between capacity utilization and recovery time. In
shared mesh restoration, node-diversity between primary and
backup paths does not guarantee full protection against node
failures. Additional sharing restrictions are required to guaran-
tee restoration in case of node failure (for those lightpaths that
did not terminate or originate at the failed node). Protection
against node failure generally requires more bandwidth. See
[5], [4] for further details and experimental results.

The procedure to route a lightpath consists of two tasks:
(2) route selection, and (2) channel selection. Route selection
involves computation of the primary and backup paths from
the ingress port to the egress port across the mesh optical
network. Channel selection deals with selecting individual
optical channels along the primary and backup routes. The
problems of selecting a route together with selecting channels
on the route are closely coupled and if an optimal solution is
sought both problems should be solved simultaneously. In this
paper, we assume that routing computation is done with access
to the complete network information, and that-ahortest path
approach is used for both the primary and backup paths. See
[8], [9], [10] for comparison of routing efficiency when only
partial information is available.

The outline of the paper is as follows. In Section Il, we
provide an analysis for approximating the path length and the
protection capacity in mesh restorable networks. In Section

As in dedicated protection, in shared mesh restoration pitl; we derive dimensioning formulas that approximate the
tection paths are predefined, except that the cross-connectionmber of lightpaths that can be carried in a maximally loaded
along the paths are not created until a failure occurs (seetwork of given size and connectivity. We validate these
Figure 3 and Figure 4). During normal operation modes tlegproximations and give some examples in Section IV. In
spare optical channels reserved for protection are not used. 8¢éxtion V, we use the analysis to estimate the restoration
refer to such channels as reserved (for restoration) channekiformance in mesh restorable networks. We conclude the



paper in Section VI.

Il. APPROXIMATE PATH LENGTH & PROTECTION
CAPACITY ANALYSIS

In what follows, we represent a WDM network as a graph.
Vertices (or nodes) represent the optical switches in the
network, and edges represent (bi-directional) WDM links. We
usen andm to denote respectively the number of vertices
and edges. We callegreeof a vertex the number of edges
terminating at this vertex. The average vertex degrees of a
graph is denoted. It is easily shown that = 2m/n. In the
remainder of this paper, we assume that all SRLGs default ta
one SRLG per link and one link per SRLG. We also assume ng
parallel links. Furthermore, we assume that traffic is uniform
and equally distributed among all source-destination pairs

Fig. 5. The backup path cannot traverse edges already used for its primary
a — z, and so these edges can be removed. Furthermore, the backup is at least
. as long as the primary and we assume no parallel edges, hence the backup
A. Path Length AnalySIS is at least two hops long. This is represented by starting from any neighbor

We are interested in the average path Iength of the primatrny a, other thanz, and adding one hop to the length of the backup path
or working path for a lightpath. We assume that it is equgl_z'
to the average length of the shortest path. Assuming that the
degree of the graph is greater than 2 (a reasonable assumpiieih. Otherwise either both primary and backup paths would
and using a variation of the Moore bound [11], we obtain (segverse a common edge from the source to this second node,

Average Path Lengtm Appendix B): or there would be parallel edges between the two nodes which
P is contrary to our assumption. In order to understand this,

o~ In[(n —1)%5= +1] (1) Suppose that we compute the length of a backup path from

In(0 —1) a to z. The backup must consist of an edge (not primary)

Note that this is an approximation as one may want to take™@m the sourcea to any neighbor nodé, plus the length
longer working path than the shortest path either (a) to be afi@m neighborb to the destinatiorz of the path. Note that

to find a diverse backup path in the case of a dedicated m&§ice We assume no parallel edges, and that the length of the
protected lightpath, or (b) to maximize sharing in the case BRCkup path is equal to or longer than the length of the primary
a shared mesh restorable lightpath. This is a limitation of of@th, therb cannot be the same asIn order to compute the
current approach. However, it is our experience that short&gckup length fronb to z we must remove: (1) all the primary
path length gives a very good approximation of working patdges, and (2) node and all the edges adjacent to it, since
length in both cases of dedicated and shared mesh protecd#sgknow thata cannot be part of the path fromto z. In the
lightpaths. In the case of dedicated mesh protection, we d&dhsformed graph, the length of the backup is then one plus
a graph transformation technique (Figure 5) that essentialf}e length of the shortest path fromto z.

removes the source node (one less node) and its adjaceddSing this graph transformation approach, the new graph
edges { less edges), as well as edges used by the workifi§erage degreeds
path @Iess. edges), to obtain a new graph: We re-apply our . 2m— (54 h)+ 1)
approximation of shortest path length on this new graph. 0 =

(2)
The computation of the average hop-length of the backup . n-1 .
path a — z, in the context of dedicated mesh protection, iyhereh Is the average hop-length of the primary path as

derived from a transformation of the graph as shown mputed in Equation (1). The average path length of the

the example of Figure 5. The transformation consists of (PRCKUP path for dedicated mesh protected lightpath is then
removing thel edges on the primary path, and (2) becau&pproxmated by_the Iength of the shortest path in the trans-
we assume no parallel edges, selecting any neighbafra, [°rmMed graph (using Equation (1)), plus oRes:

and removing noda and itsé adjacent edges, including edge Inf(n — 2)5/; +1
(a,b). The purpose of the transformation is to determine the h =~ 0—1 +1 3)
average degre& of this new graph (whose number of nodes is In(6" —1)

n—1). The backup path must be diverse from the primary patNpte that Equation (3) contains bathandé’. This is because

and therefore, we should removeprimary edges from the ¢ —1 in Equation (3) stands for the degree of the vertex origin

raph before applying the formulae. However we also know
?hatpthe second?ﬁpo)(/ie gfter the source on the backup path ca Kmovingé andh edges remove one edge too many because one edge is
pp ; Qg ed both as adjacent to the source node and part of the primary path, so
be the same as the second node after the source on the prim@rerm-1 in the numerator.
4This assumes that there are no parallel edges.

2A discussion of how to account for some non-uniformities can be found 5The term+-1 is needed because the shortest path in the transformed graph
in Section VI starts one hop away from the source node.




of the path, as can be seen from the derivation of the Moore

bound (sedAverage Path Lengtin Appendix B). Its degree is R =1+ (1—¢€)ho (4)

the average degree of the un-modified graph (used to compute is d ined . I in th

the length of the working path) minus one to account for thnere ho 15 determine exper|mer_1ta y (eg. n the range

working path, hencé — 1. of 0 to a few hops) or can sometlmes be derived from the
Figures 6 and 7 plot the approximations foand’’ against topologﬁ/. Ifzor examplef,ILO =0 rf]or a ﬂng tgpolo?y, or ngj(_)re

experimental path lengths computed in randomly generatdgnerally for any topology where there Is only one diverse

networks (sedRandom Graphsn Appendix A) with average path from the primary path. In general, the length of the

node degree 3 and 3.5, which are typical of real telecomrTRﬁ‘CKUp path for shared mesh protected lightpath may be
?ger than the corresponding backup path length for dedicated

nications networks. As seen from the plots, there is a ve h d liahtoath b hari b ined
good match between the experiments and the approximat fgSh protected lightpath because sharing can be mined on

formulas forh and /. Experimentation on similar networks ifferent and therefore longer paths than the shortest paths.

with varying degree exhibits the same behavior. AIternatlvgly, the backup pat.h may be selected. to be the
same as in the case of dedicated mesh protection so as to

minimize the combined length of the primary and backup
paths. Then, sharing is determined after the paths have been
selected, yieldingig = 0 andh” = h/.

average lengths of two disjoint paths (degree 3)

B. Protection Capacity Analysis

A recurrent question in shared mesh restoration and ded-
icated mesh protection network architectures addresses their
respective overbuild measured in terms of capacity reserved
for protection. This figure of merit is often expressed as the
ratio of protection capacity to working capacity, with lower
: ratio meanings more capacity efficient protection. We define
o this ratio as follows:

10 100 1000 10000
number of nodes

|— (exp))
|—"Log. (backup (exp))

_ total number of protection channels (5)
~ total number of working channels

Fig. 6.  Comparison of path length approximations against path Iennghi_Ie the answer to thi§ que_Stion is trivial in the Case. of
computed in randomly generated networks of average degree 3. dedicated mesh protection with the leverage of Equations

(1) and (3), it requires more thought for the case of shared
mesh restoration. In the case of dedicated mesh protection, the
average ratio of protection to working capacity is also the ratio
12 of the average protection path length to the average working
path length, and is independent of the number of lightpaths in
the network.

=
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e

where h and i/ are given by Equations (1) and (3), respec-
0 tively, as we assume uniform traffic demand.

average number of hops
[«>]

10 100 1000 10000 i
mumber of nodes In the case of shared mesh restoration, we cannot express
— ) backun ) R as the ratio of average protection path length to average
—— prima approx - Dackup (approx .
primary 1appro pappre working path length because some of the channels on a
-+ primary (experiment) - backup (experiment)

protection path can be shared between several lightpaths.
We thus introduce a new paramet&r which represents the
sharing factor of a protection channel, that is the average
Fig. 7. Comparison of path length approximations against path lengitumber of lightpaths whose protection path are using that
computed in randomly generated networks of average degree 3.5. channel. Then, the average ra of protection to working
capacity can be expressed as:

In the case of shared mesh restoration we introdydbe
cost of a shareable channel reserved for restoration [5], [12], R. ~ K1 R 1 (- )@l S Ra %
[13], [14]. The cost is actually the ratio of the cost of the same sT TR 4R DNFTF

channel if it were not shareable to the cost when shareable (§8&re and 1/ are given by Equations (1) and (4), respec-
[12], [13], [14] for details). The parameterranges from) to tively, as we assume uniform traffic demand.
1. We express the average length of the backup path for shared

mesh restorable lightpath’ as: 6Assuming an un-capacitated network.



Note that the formula for the ratiR does not assume thatnetwork. The analysis first determines the number of lightpaths
shared backup channels are either pre-assigned to particulhpse backup path traverses an arbitrary linknd then the
backup paths or used as part of pool of shared channels [18fgest number of corresponding primary paths that traverse
The difference between the two approaches would be captuesty given link. That number is the number of backup channels
by different values off’. Note also thalRs, contrary toRq required on the arbitrary link, and F' is simply the ratio of
in the case of dedicated mesh protection, is not independéghtpaths whose backup path traversatvided by the num-
of the number of lightpaths as more lightpaths will provideer of backup channels required. The details of the analysis
for better sharing, thus increasirig, and therefore reducing are given inRatio of Shared Protection to Working Capacity
Rs. However, F', andRg should become independent of then Appendix C. Results comparing the value Bf to this
number of lightpaths when that number becomes large enoughproximation are given here. Figure 8 and Figure 9 compare
Note that, in the case where the backup path for shared mésé approximation of the sharing ratio against experimental
restoration is selected to be the same as for dedicated melhring ratios computed in random chordal ring graphs of
protection (i.e.,e = 1), thenRs = Rq/F. If in addition respectively 50 nodes, 75 links, and 150 nodes, 300 links. The
I is fixed to one by capping the amount of sharing that Epproximation is rather accurate but tends to over-estimate
acceptable (no sharing allowed) [18.s becomes the samethe amount of sharing achieved as the number of demands
asRgq. increases.

C. Sharing Analysis [1l. DIMENSIONING MESH OPTICAL NETWORKS

We introduce a node model with the following parameters:

S = size of switch
N, = number of add/drop ports
600801 N,; = number of network-side ports used by originat-
ing/terminating working path
g 400801 | Ny, = number of network-side ports used by through working
2 path
: N, = number of protection ports (dedicated mesh and shared
mesh)
~ = switch loading
o 200 200 600 400 1000 P, = ratio of add/drop ports used for LAPS protection to
i ——— add/drop ports used for service
T = ratio of through to working capacfty
R = ratio of protection to working capacity

2.00E-01

0.00E+00

Fig. 8. Sharing ratidRs, experimental versus approximation as demand We model a node as shown in Figure 10. The ports on
increases on a 50 node, 75 link chordal ring network (degree 3). a switch are categorised as either add/drop ports that are
facing towards the outside of the network and connected
to client equipment, or network-side ports, that are facing
towards the inside of the network and that support trunks
connecting the nodes to each other. The primary path of an
originating/terminating lightpath uses one or more add/drop
ports from the pool ofV, ports and a network-side port from
the pool of N,; ports. The primary path of a through lightpath
uses two ports from the pool aiV;, ports. A restoration
400801 channel on the backup path of either a shared mesh restorable

\ or a dedicated mesh protected lightpath uses a port from the
200801 pool of N,, ports. The sizes of the pools verify the following
conservation equations:

8.00E-01 1

6.00E-01

Sharing Ratio

0.00E+00

0 200 400 600 800 1000

‘*Experimen(al 7Approximalion‘ Na + Not + Nth + Np = ’YS (8)

N, = Not(14 P,) 9)

Fig. 9. Sharing ratioRs, experimental versus approximation as demand

7 . . . .
increases on a 150 node, 300 link chordal ring network (degree 4). Drop-side protection refers to ports on the drop-side of a switch (as

opposed to the network side) that are dedicated to provide protection to
. . . .. . working drop-side portsP;. is 0 if no drop-side protection is used; 1 if 1+1
The sharing analysis consists of determining the relationshyfgp-side protection is usedyN if 1 : N drop-side protection is used

betweenF and the number of lightpaths, or demands, in a®working capacity includes ports used for through working paths.



Note thatL,,,q. — vS/[2(1 + R)] whenn — oo, independent

Ny = T(Not + Nip) (10) of h. The formula for the number of lightpaths in a maximally
loaded network is a function of the protection raBo R, in
the case of shared mesh protected lightpaths, depends in turn

Np = R(Not + Nin) a1 on the number of lightpaths in the network through the sharing
Equation (9) captures the fact that some of the drop-side po§tor of shared backup channels, Therefore, determining
are used for drop-side protection. Lyetwork andRg requires solving a fixed point equation.

IV. DIMENSIONING EXAMPLES

Let us demonstrate how these formulas can be used to di-
mension optical mesh networks. For reasonable size networks,
we have measure®R to be in the range ofl.2 to 1.5 for
AN dedicated mesh protection arid to 0.8 for shared mesh
restoration. Also, operational networks are usually run around
70% utilisation. Finally, we assume here that = 0. Figure
11 plots the maximum number of lightpaths as a function of
the number of nodes (with average node degree three) for the
case of unprotected demanR. & 0), shared-mesh restorable
demands R = 0.7), and dedicated mesh protected demands
Oriminy leminting 4 (R obtained from Equation (6)). Two sets of curves are given
including protection ports for two different utilisation levels of switches of size 512, with
v = 0.7 andvy = 0.9 utilisation levels. From these curves,
it is easy to determine the maximum number of lightpaths
Fig. 10. Node Model. that can be supported for a given network size and at a given

network utilisation. Inversely, given a certain amount of traffic

Given a path of length:, the path traverse®(h — 1) that needs to be carried, it is easy to estimate the number of
ports at through or intermediate switches (two per switChyzdes given other characteristics such as average node degree
while the path uses two additional ports on the network siggq switch size.
of the originating and terminating switches, yieldilg = |5 Taple | and Table Il, we compare our approximate
2(h —1)/2h = (h = 1)/h. Rewriting asl — T = 1/h, and formulas with experimental results obtained for both a real
plugging along with Equation (9), Equation (11), and Equatiofetwork and several random networks of different sizes. In the
(10) into Equation (8), we obtain after simplification: experiments, the networks were loaded with uniform demand,

1+ P, until one of the nodes reached capacity and five.pc_ercents of
10+ (1+R)h (12) new demands got bIock%dThe'network characterlstlcs.and

" the usag¥ achieved at the point where 5% of the uniform
In the case of lightpaths with no drop-side protectidh & demand gets blocked are shown in Table |, for both dedicated
0) and no network-side protectiori?(= 0), we haveN, = and shared mesh routing. The resulting usage or network
vS/(1 + h), as expected. The average number of lightpathgiization ranges from 64% to 88%, which is characteristic
in a maximally loaded mesh network (dedicated and shargfl real networks. The resulting total number of demands

"

Thru lightpath
(working path)

Ny, =78

mesh) can then be derived as: or lightpaths carried in the experimental networks is shown
in table Il (L,erwork), @long with the average working and
Ny X n ~S n backup path length, and the sharing r&ipfor both dedicated

Lyctwork = = 5 13
twork T 91+ P,) 2 1+ P+ (L+R)h (13)

and shared mesh routed demands

B . Our approximations were then used to estimate the total

Nl%te t:%thf;on;( O(n/vf:/) N z(&/riltmt% Fr\(l)n: quj]at'rgg number of lightpaths that could be carried in networks with

( ) and us gS'_ .m/n’ € ca € the average nu e'i_he same characteristics as the experimental networks (in

of lightpath per link in a maximally loaded mesh network 3Sarms of number of links and nodes), and for the same
network utilization. These results are reported in Table II.

Lnetwork X h_ 75 h (14) In all networks studied and for results obtained through our

m ~ 0 1+ P+ (1+R)h theoretical formulas, the lengths of the primary and backup
Note that Ly, — vS/[6(1+R)] whenn — oo, indepen- paths of shared mesh restorable lightpaths are the same as

dent of h. The average number of lightpaths per node in a
Y ghtp P SWe do not consider any limitation on the number of wavelengths per link,

maximally loaded mesh network is: only ports per node. Furthermore, in the context of opaque, or OEO, network,
there is no limitation from wavelength conversion capability.
10ysage refers to the number of ports used out of total numbers of ports
Luetwork % (1 + h) - ﬁ L+h per switch, averaged over all switches.
n 2 1+P.+(1+R)h 11The experimental average path lengths and protection to working ratios
(15) are determined before blocking occurs.

Liink =

Lnode =



number of li supported
(R=ratio of restoration to working capacity;
g=switch utilization)
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Fig. 11. Maximum number of lightpaths as a function of number of nodes for different switch utilisati(switch size = 512).

those of the primary and backup paths of dedicated medsimgth and are rather optimistic with respect to the amount of
protected lightpaths (that is= 1 and”” = h’), and backup sharing that can be achieved, as can be observed in Table II.

channels are pooled. While backup channels are also pooled second interesting observation is that, when plugging
in the experimental cases, primary and backup path 1engiig experimental values of and R in the approximation
may vary between shared mesh restorable and dedicated mgghyia for the total number of demands SUPPOTEE,work,
protected lightpaths because the routing algorithm used iterajgs optain results that are within a couple of percents of
over many combinations of paths. For shared mesh routgf experimental results for random networks, and within
demand¥, we considered two cases. In the first case, Wy, for the real network. This validates the accuracy and

computed the average working and backup path lengths aRd applicability of the node model and traffic conservation
the sharing ratio, assuming uniform demand distribution. Wyyations developed in Section IlI.

the second case, we attempted to reflect more accurately thg\S can be seen in Table 11, in the caserafidom networks
distribution of the demand used in the experimental netWO{h '

. . e theoretical and experimental results for the maximum
by re-using the average working path length from the expeH mber of demands,.,. that can be supported are within

lmentﬁl rehsul_ts. From i, V\ée ﬁomputgd the avergge bfa(cj:kup P % of each other for dedicated mesh protection and within
ength, sharing ratio, and the maximum number of deman §% (but only 15% if we exclude random network 2) for

that can be supported, ahared mesh restoration. Plugging the experimental average

One first notices from Table Il that the theoretically-derive . . "
S : . orking path lengthh into the approximation formulas has
value of R is in general slightly lower than the experlmentaYv . duci 2% and 23% (15 % ludi
alue for dedicated mesh protection, and more so for shareg c Impact, reducing to 75 an y ( o excluding ran-
\r/nesh restoration in random network’s That reflects that f%m network 2) the difference for dedicated mesh protection
L S aat d shared mesh restoration, respectively.
that our approximations are under-estimating the backup path .
In the case of aeal network the theoretical model over-

12Note that for shared mesh routed demands, the number of Iightpath@é“mateS by 20% and 3_8% for deqlcated mesh protection
a function of the sharing rati®, which is itself a function of the number and shared mesh restoration respectively, and 13% and 24%
of lightpaths. The determination @& would thus normally require solving a \when plugging the experimental Working path Iength into

fixed point equation. However, since this is an approximation, we computed h ical f | H . . h . |
R for 1000 lightpath demands, and assumed that its value does not vgﬂe theoretical formulas. Here again, using the experimenta

significantly around this point. working path length has a non-negligeable effect.



exph [ thh [ exph/, [thia [thh” [expR|[thR [thR | exp th th

h” h” w w Lnet Lnet Lnet
exph exph w
exph
Real network - dedicated mesh 4.01 3.35| 534 480 | 4.83 1.33 1.43 | 1.20 730 895 833
Real network - shared mesh 4.01 3.35| 5.34 480 | 4.83 0.40 0.16 | 0.15 1217 | 1781 | 1551

Random network 1 - dedicated mesh3.74 4,10 | 5.47 6.00 | 5.96 1.46 1.46 | 1.59 963 865 897

Random network 1 - shared mesh | 3.74 4,10 | 5.47 6.00 | 5.96 0.28 0.18 | 0.25 1629 | 1644 | 1692
Random network 2 - dedicated mesh3.33 3.22 | 543 479 | 4.81 1.63 1.49 | 1.44 439 476 469

Random network 2 - shared mesh | 3.39 3.22 | 5.53 479 | 4.82 0.66 0.24 | 0.24 622 820 787

Random network 3 - dedicated mesh4.10 414 | 6.15 5.61 | 5.60 15 1.35 | 1.36 895 941 945

Random network 3 - shared mesh | 4.09 4.14 | 6.09 5.61 | 5.60 0.37 0.22 | 0.22 1500 | 1629 | 1645
Random network 4 - dedicated mesh4.67 4,61 | 6.78 5.98 | 5.98 1.45 1.30 | 1.28 1191 | 1276 | 1269
Random network 4 - shared mesh | 4.59 461 | 6.64 5.98 | 5.97 0.36 0.13 | 0.13 2023 | 2350 | 2359
Random network 5 - dedicated mesh4.91 495 | 7.07 6.26 | 6.26 1.44 1.26 | 1.27 1510 | 1614 | 1620
Random network 5 - shared mesh | 4.86 495 | 6.98 6.26 | 6.25 0.29 0.13 | 0.13 2736 | 3028 | 3076
Random network 6 - dedicated mesh2.43 2.34 | 3.46 3.49 | 3.50 1.42 1.49 | 1.44 806 815 803

Random network 6 - shared mesh | 2.44 2.34 | 351 349 | 35 0.35 0.32 | 0.32 1304 | 1377 | 1334
Random network 7 - dedicated mesh3.01 2.90 | 4.16 4.01 | 4.02 1.38 1.38 | 1.33 1340 | 1392 | 1371
Random network 7 - shared mesh | 3.01 290 | 4.13 4,01 | 4.02 0.27 0.16 | 0.16 2284 | 2522 | 2451
Random network 8 - dedicated mesh3.43 3.30 | 4.67 4.39 | 4.40 1.36 1.33 | 1.28 1706 | 1790 | 1761
Random network 8 - shared mesh | 3.41 3.30 | 4.70 439 | 4.4 0.25 0.17 | 0.17 3058 | 3318 | 3232
Random network 9 - dedicated mesh3.60 3.53 | 4.78 461 | 4.61 1.33 1.31 | 1.28 2297 | 2353 | 2335
Random network 9 - shared mesh | 3.60 3.53 | 4.79 461 | 4.61 0.21 0.09 | 0.09 4099 | 4542 | 4471

TABLE I
COMPARATIVE RESULTS FROM EXPERIMENTS AND APPROXIMATION FORMULAS FOR PATH LENGTH OF WORKING AND BACKUP PATKHSHARING RATIO
R, AND TOTAL NUMBER OF DEMANDS SUPPORTED

As expected, the approximations become less accurateimation can be constructed which assumes the worst-case
the network becomes less random. But these results basedoenario involving the maximum number of lightpaths that
first order characteristics are very encouraging in justifying ttege processed by the same number of end nodes. The ana-
applicability of our approach and the resulting approximatidgtical approximation assumes a linear dependency between
formulas, and certainly warrant further research into refinirthe restoration time and number of lightpaths restored. The
them. average restoration latency can then be approximated using the

worst case assumption that lightpaths withh-hop primary
V. RESTORATION TIME BEHAVIOR paths andh”’-hop backup paths all terminate at the same two
. . . : . switches and that a failure occurs in the middle link of the
Shared mesh restoration studies using simulation tools show . .
: : S fimary path (in terms of number of hops). The analytical
that restoration times are mainly influenced by the numbgr . .
. . : X .aerroach uses a linear model to approximate the average
of failed lightpaths processed by a switch during restoratiq : )
X ; restoration latency as follows:
[17]. In particular, the worst case occurs when all lightpaths
terminate at the same two end switches rather than at switches
distributed throughout the network. Furthermore, simulation
studies have shown that, for a given topology and a given Sehere 7
T

) 97 GG is the final restoration latency for all lightpaths,
of primary and backup routes, the restoration time mcreasPOs is the restoration latency for the first lightpath (or a

ro'ughl)'/ Iinearly as the number of lightpaths sim.ultaneousgfnme lightpath) andS is a parameter that represents the
failed is increased [17]. Thus, a coarse analytical approxp,ne of the linear tail of restoration latency versus number

of lightpaths restoredl;, can be obtained using a modeling

T, =Ty + (L — 1)S (16)

Network type n m degree | usage for | _usage for tool, and/or real-life testbed or field results; can also be
ded. mesh| shared mesh determined analytically based on the details of switch and
Eg%gfg"‘é‘;ﬁérkl gg gg g:gg 8:%‘ 8:33 restoration protocol architectures. The restoration time for
Random network 2 25 | 36 | 2.88 0.67 0.64 one lightpath can be computed analytically based on fault
Random network 3| 50 | 74 | 2.96 0.79 0.77 detection/triggering times, messaging times, processing and
Szzggm zgmg:'ﬁ‘s‘ Igo Eg 3-8}1 8-;; 8-;2 cross-connect execution times at switches, propagation delays,
Random network 61 25 T 49 1 3.92 087 088 etc. Ty can thus either be measured or estimated as the time
Random network 7| 50 | 101 | 4.04 0.86 0.86 to restore a single lightpath in a network of size and
Random network 8 75 | 150 | 4.00 0.81 0.84 degree). The average lengths of the primary and backup paths
Random network 9] 100 | 202 | 4.04 0.84 0.86 given by 2 and »” in Equations (1) and (4) can be used to
TABLE | estimate the propagation delays.is the cross-connect time,

CHARACTERISTICS OF REAL AND RANDOM NETWORKS OF GIVEN SIz§n and can be obtained by taking into account the switching fabric
NUMBER OF NODES m NUMBER OF LINKS), NODE DEGREE AND USAGE.  Cross-connect time as well as intra-node communication and
messaging times involved in setting up a cross-connect during



a restoration event. Typically§ would be of the order of a
few milliseconds.

Using the result for a single lightpath, the average number of
lightpaths per link (respectively node) in a maximally loaded
network, and some modeling, we can derive results for average
restoration time in a maximally loaded network. We now
consider the case where there atelightpaths failing for
the same network configuration as above. The nunibef
lightpaths per link is obtained from Equation (14). We further
assume that all those lightpaths originate and terminate at
the same end nodes. Therefore, the restoration requests ar
going to contend for resource at the end nodes to perforn
bridge and switch cross-connects. These are very conservative
assumptions in a worst case scenario. Most likely, under more
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realistic assumptions, we would observe shorter restoration

times. Fig. 13.

Analytical results vs. simulation results for hypothetical 43-node
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network.

or magnitude of the results obtained using simulation. These
behaviours are typical of similar studies we have performed
for different networks.

Having validated the basic model and parameters, we can
now use our approximation formulas for different networks
and estimate the restoration times one could expect for a
maximally loaded network at different utilization levels. This

Fig. 12. Analytical results vs. simulation results for hypothetical 50-node
network.

Figure 12 compares the coarse analytical results obtained for
a 50 node network with the simulation results. The analytically

is shown in Figure 14 for two different size networks.

calculated restoration latency curve is shown in Figure 12
versus the network utilisation. We conducted an actual 50
node network study with a utilisation of 60% (whefe =
36 lightpaths failed for the analytical approximation) and a
backup channel sharing ratio 6f46 [17]. In Figure 12, we
superimpose the simulation results for five single failure eventg
affecting the most number of lightpaths at 60% utilisation.
As can be seen from this figure, the analytical approximation
yields a restoration latency which is within the same order or
magnitude of the results obtained using simulation.

Figure 13 compares the coarse analytical results obtained faor
a 43 node network with the simulation results. The analytically
calculated restoration latency curve is shown in Figure 13
versus the network utilisation. We conducted an actual 43 node
network study with a utilisation of 43% (whetle = 18 light-

1000

Restoration Latency (ms.)

100

100 Node

50 Node

Network Utilization (%)

paths failed for the analytical approximation) and a backup

channel sharing ratio 09.92. In Figure 13, we SUPerimpoSerig. 14. Restoration latency as a function of the total network utilizagion

the simulation results for five single failure events affecting
the most number of lightpaths at 43% utilisation. As can
be seen from this figure, the analytical approximation again
yields a restoration latency which is within the same order
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VI. CONCLUSION& FUTURE WORK [13] E. Bouillet, J-F. Labourdette, R. Ramamurthy and S. Chaudhuri, "En-

. . . . hanced Algorithm Cost Model to Control Tradeoffs in Provisioning
This paper presented a collection of approximation formulas  spared mesh Restored Lightpaths”, Proc. IEEE/OSA Optical Fiber

that allow a network planner to quickly estimate a network size  Commun. Conf., Anaheim, CA, March 2002.
with limited inputs. In particular, it provides a set of equationg4l C. Qiao et al., "Novel Models for Efficient Shared-Path Protection’,

. . . Proc. IEEE/OSA Optical Fiber Commun. Conf., Anaheim, CA, March
that relate number of sites, average fiber connectivity, demand ,q,.
load and capacity for various protection architectures. Theigg] S. Datta, S. Sengupta, S. Biswas and S. Datta, "Efficient Channel
results can be used to easily and quickly estimate the amount Reservation for Backup Paths in Optical Mesh networks”, Proceeding

f traffic th b ied . K . | of IEEE GLOBECOM 2001, San Antonio, TX, November 2001.

ol traffic that can be carried over a given network, or, INVErSelYs) R. Ramamurthy et al., "Limiting Sharing on Protection Channels in
given the traffic to be supported, to assess the characteristics Mesh Optical Networks”, Proc. IEEE/OSA Optical Fiber Commun.

of the topology required (in terms of number of nodes, . Conf. Atlanta, GA, March 2003. o
17] A. A. Akyamac aet al., "Optical Mesh Networks Modeling: Simulation

ConneCtiVity)' Fina"y' j[his anaIySiS can b_e used to _e_Stima € and Analysis of Restoration Performance”, Proc. NFOEC, Dallas, TX,
the expected restoration performance without requiring any September 2002.
extensive simulation studies. [18] R. Bhandari, "Survivable Networks: Algorithms for Diverse Routing”,
. ) , . KI Academic Publishers, 1999.

This work assumed uniform traffic demand but it can be uwer Academic Fublishers
extended to non-uniform traffic demand by deriving the path
length » from certain charateristics of the traffic matrix. For
example, for one-hop traffic demand, we would ése 1, or A. Random Graphs

the traffic demand could be routed along a shortest path andy|| the randomly generated graphs used in our experiments
weighted according to the amount of point-to-point demangnsist of rings traversed by chords connecting randomly
to derive h. Further extension of this work would indexselected pairs of nodes. Very often it is possible to embed
traffic demands and paths by source-destination node-paigeh a ring on a real network, as demonstrated in Figure 15
thus allowing for arbitrary traffic patterns. with the ARPANET network.
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to dmaz- The bound implies the existence of one such tremesh protected lightpaths (and shared mesh restorable ones
growing from every vertex and embedded in the graph, andas well), or (b) to maximize sharing in the case of shared
thus difficult to attain. It is nevertheless achievable for ringmesh restorable lightpaths. However, it is our experience
with odd number of vertices and for fully connected graphghat shortest path length gives a very good approximation of
Reciprocally, given the number of nodesand degreé, the working path length for both dedicated mesh protected and
lower boundD,,;, on the graph’s diameter is easily obtainedhared mesh restorable lightpaths.

from Equation (17): This approximation is exact for complete mesh networks
sy (Equation (20)), and it converges to the proper limit for infinite
Do Inf(n —1)°e=== 1 1] (1g) Size networks (Equation (21)). The approximation formula for
mem = In(6maz — 1) h does not however converge tg/4 as should be expected
Equations (17) and (18) can be combined to determine iRt n/2 instead when t.he degree converges to 2 (i.e. when the
lower bound of the average hop-length topology becomes a ring).
Pran ; Inf(n — 52 + 1] ngen 1 (full mesh connectivity) (20)
=Dk > e > i(Fmae — 1) MG — 1) Y
=1
Dppin—1
judad ; In[(n—1)%2 +1] ,,_, Inn o .
Dmin -1- 5maw 6maw -1 / i 0 77._)00
+ n ; ( Y 119) TG TR (infinite network s(lze;
- 21

Equation (19) is a rather conservative lower bound of
the average path length. To it we will prefer Equation (1)
reproduced below and obtained by replacifig,. by the
average degreé in Equation (18).

In[(n — 1)%52 + 1]
In(6 —1)

The determination of the average path length using the
Moore bound was obtained in part using a mathematical
analysis, and in part empirically. First, assuming a uniform
degree, we derived from the Moore bound an approximation
of the average path lengthh Even though the Moore bound
tends to overestimate the size of the network, the model ig
remarkably accurate for large network sizes and large degrees
5. The reason for this is that the average path length is of Ohop Thops &rhops
the order oflogs(n), and it is therefore not very sensitive
to variations inn. For instance, fow = 3, a one order of Fig. 16. Moore Tree. First vertex; is connected tdj vertices one hop
magnitude variation of. would correspond to only & or —1 away fromwv;. Subsequent vertices are connected te 1 vertices one hop

e ) farther fromw;.
variation of the average path length. We then refined the modae‘
so that wheny converge ton — 1 (fully connected) or when
n converges to infinity, the average path length converges to ) ) ) )
the expected value. We then validated empirically the model Ratio of Shared Protection to Working Capacity
for the more general case when the degree is non-uniform. In this appendix, we derive the average number of shared

Our experiments demonstrate that the equation is still valiéickup channels required on a link, as a function of the
for degree 3, but becomes inaccurate for degree less tmmber of lightpath<. in the network, to guarantee restoration
3. The reason for this is that as the degree convergesatgainst single link failure. The restoration architecture used is
2, the average path length converges to a linear function tbt of pooling backup channels across all failures, that is not
the number of nodes, instead of following the logarithmipre-assigning channels to particular backup paths. We consider
form of our model. In fact when the degree is 2, in whicla network withn nodes andn links. The average node degree
case the graph is a ring (it could also be a chain had wed = 2m/n. The average length of the primary path of a
not assumed that the graph is 2-connected), the average pigthtpath ish, given by Equation (1). The average length of
length is approximatively:/4, where the exact value dependshe backup path of a lightpath i, given by Equation (3).
on whethern is odd or even. A more accurate model thaiVe want to determine the maximum number of times primary
converges to the expected behavior for all known degrepaths of lightpaths whose backup paths share a given link
and/or network sizes, may be the topic of future research. [ traverse a common link. Under pooling of shared backup

Note that this is an approximation as one may want ot takbannels, this is the number of backup channels needed on
a longer working path than the shortest path either (a) to ek [ to insure that all lightpaths that would be subject to the
able to find a diverse backup path in the case of dedicatilure of a common link can be restored. The sharing factor is

h ~

D=3-hops
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then simply the ratio of lightpaths whose backup paths traversee ball that is selected exactlytimes and there is no ball
link [ divided by the number of backup channels required. that is selected more thantimes is given by:

First, we determine the number of lightpaths whose
backup paths traverse a given link A simple counting P(z) =(1— Pr(A))Pr(B) (26)

argument yields: wherePr(A) and Pr(B) are the probabilities of event$ and

B B, respectively.Pr(A) is readily found as follows:
Second, we determine the maximum number of times the Pr(4) =1 - p(z)) (27)
w primary paths whose backup paths traverse the given liflor a given ball, the probability(z) that the ball is selected
[, traverse a common link. Let:’ be the number of links less than or equal te times is given by:
traversed by those primary paths. In order to determime’,

ggtz\;gigeeaggnareigrzqv;igr ti(';? backup forms a ring that has g(z) = ;p(i) (28)
D— h ; n 23) Then, we can write that:
Application of the diameteD and the degreé = 2m/n to Pr(B) = ()" (29)
the Moore bound, gives us an estimatenaf Thus,
m’' = min (m,é(W)) (24) P(z) = Q(x)m/ (1 -(1- P(x))m/) (30)

Finally, on average, the maximum number of times an arbitrary

The Moore bound is used to estimate the size of the SYRk is traversed byww primary paths is given by the following:

network comprising all the edges that are at maést=
(h + h')/2 edges apart from the common link traversed by w "

the w backup paths. Note however that with the exception _ _ m (1 4 m

of a few graphs, the Moore bound is known to overestimate E{P} = ;IP(I) B ;xq<x) (1 (1 =pl@)) )

the real size of the graph. The network hasedges, and the (31)
maximum number of edges available to the primary path veherew, p(x) and¢(z) are calculated as shown above. The
thus the minimum betweem, and the size of the sub-networkaverage sharing factaf' of backup channels is obtained by
determined by way of the Moore bound. dividing the average number of protected lightpathsvhose

To analyze the maximum interference among«#hprimary backup paths traverse a given link, by the average number of
paths, we consider the following equivalent urn problenbackup channels needef{ P}, on that link, yielding, as a
Assume an urn ofn’ balls, then, assume thatballs (one for function of the total number of lightpaths:
each link on a primary path) are picked from the urn (without w
replacement). The balls are identical and equiprobable (since F= - - (32)
we assume that the end points of the primary paths are uni- D ey 2q(z)™ (1 — (1 =p(z)" )
formly distributed). This experiment is repeated independen
a total ofw times (one for each primary path).

We want to calculate the probabiliti (z) that there is at
least one link which is part of exactly primary paths and
that no other link is part of more thanprimary paths among
the w primary paths. This corresponds to the probability that,
in w experiments, there is at least one ball that is selected
exactlyz times and there is no ball that is selected more than
x times. Herex can vary between 0 and.

After w independent experiments, the probabifiy:) that
a given ball is selected exactly times,0 < x < w, is given

by:

I
tvalith w, p(z), g(x) determined as shown above, alhénd i’
given in Equations (1) and (3).

p(e) = ( o )p”(l -p) (25)

wherep = 2.

Now, we define two eventd and B, where A is the event
that no ball is selected times andB is the event that no
ball is selected more than times during thew independent

experiments. Then, the probabilify(x) that there is at least
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