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Abstract

Given an arbitrary network of interconnected nodes, we develop and analyze a distributed strategy that enables a subset of the nodes to calculate any given function of the node values. Our scheme utilizes a linear iteration where, at each time-step, each node updates its value to be a weighted average of its own previous value and those of its neighbors. We show that this approach can be viewed as a linear dynamical system, with dynamics that are given by the weight matrix of the linear iteration, and with outputs for each node that are captured by the set of values that are available to that node at each time-step. In networks with time-invariant topologies, we use observability theory to show that after running the linear iteration for a finite number of time-steps with almost any choice of weight matrix, each node obtains enough information to calculate any arbitrary function of the initial node values. The problem of distributed consensus via linear iterations, where all nodes in the network calculate the same function, is treated as a special case of our approach. In particular, our scheme allows nodes in networks with time-invariant topologies to reach consensus on any arbitrary function of the initial node values in a finite number of steps for almost any choice of weight matrix.
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I. INTRODUCTION

In distributed systems and networks, it is often necessary for some or all of the nodes to calculate some function of certain parameters. For example, sink nodes in sensor networks may be tasked with calculating the average measurement value of all the sensors [1], [2]. Another example is the case of multi-agent systems, where all agents communicate with each other to coordinate their speed and direction [3], [4]. When all nodes calculate the same function of the initial values in the system, they are said to reach consensus. Such problems have received extensive attention in the computer science literature over the past few decades [5], leading to the development of various protocols. The topic of distributed consensus has also attracted the attention of the control community due to its applicability to tasks such as coordination of multi-agent systems [3]. In these cases, the approach to consensus is to use a linear iteration, where each node repeatedly updates its value as a weighted linear combination of its own value and those of its neighbors [6], [7], [8], [9], [10]. These works have revealed that if the network topology satisfies certain conditions, the weights for the linear iteration can be chosen so that all of the nodes asymptotically converge to the same value (even when the topology is time-varying). One of the benefits of using linear iteration-based consensus schemes is that, at each time-step, each node only has to transmit a single value to each of its neighbors. However, almost all of the linear iteration schemes currently present in the literature only produce asymptotic convergence (i.e., exact consensus is not reached in a finite number of steps).

In this paper, we study the general problem of calculating functions in networks via a linear iteration, and treat the topic of distributed consensus as a special case of this problem. We approach the problem from the perspective of observability theory, and show that the linear iteration-based scheme can be modeled as a dynamical system. For networks with time-invariant topologies, we utilize results that have been developed for the analysis of structured system observability to show that for almost any choice of weight matrix, each node can calculate any desired function of the initial values after observing the evolution of its own value and those of its neighbors over a finite number of time-steps (specifically, upper bounded by the size of the network). The topic of finite-time consensus via linear iterations has received only limited attention in the literature. Specifically, it was briefly discussed by Kingston and Beard in [11], but the method described in that paper requires the network to be fully-connected (i.e., every
node needs to be directly connected to every other node) for at least one time-step, which is a very strict condition. In contrast, our method applies to networks with arbitrary (but time-invariant) topologies. Finite-time consensus was also studied for continuous-time systems in [12]. The approach in that paper was to have the nodes evolve according to the gradient of a suitably defined function of their values. The resulting protocol, which is nonlinear, does not directly translate to discrete-time systems, and the author of [12] only considered a restricted class of possible consensus values. In contrast, our method achieves finite-time consensus in discrete-time systems by running a simple linear iteration, and allows the consensus value to be any function of the node values.

The rest of the paper is organized as follows. In Section II, we provide a more detailed background on linear iteration-based consensus schemes, and introduce the key result in our paper. In Section III, we review some concepts from observability theory that will be useful in solving the problem of function calculation in networks. We use these concepts in Section IV to design weight matrices that allow the desired functions to be calculated at certain nodes. In Section V, we discuss how to implement our scheme in a decentralized manner. We present an example in Section VI, and we finish with our conclusions and future research directions in Section VII.

In our development, we use $e_i$ to denote the column vector with a 1 in its $i$–th position and zeros elsewhere. The symbol 1 represents the column vector (of appropriate size) that has all entries equal to one. We will say that an eigenvalue of a matrix $W$ is simple to indicate that it is algebraically simple (i.e., it appears only once in the spectrum of $W$) [13]. The notation $A'$ indicates the transpose of matrix $A$. We will denote the rank of matrix $A$ by $\rho(A)$, and we will denote the cardinality of a set $S$ by $|S|$.

II. BACKGROUND AND CONTRIBUTIONS

The interaction constraints in distributed systems and networks can be conveniently modeled via a directed graph $G = \{\mathcal{X}, \mathcal{E}\}$, where $\mathcal{X} = \{x_1, \ldots, x_N\}$ is the set of nodes in the system and $\mathcal{E} \subseteq \mathcal{X} \times \mathcal{X}$ is the set of directed edges (i.e., directed edge $(x_j, x_i) \in \mathcal{E}$ if node $x_i$ can receive information from node $x_j$). Note that undirected graphs can be readily handled by treating each undirected edge as two directed edges. All nodes that can transmit information to node $x_i$ are said to be neighbors of node $i$, and are represented by the set $\mathcal{N}_i$. The number of neighbors of
node $i$ is called the in-degree of node $i$, and is denoted as $\deg_i$. Similarly, the number of nodes that have node $i$ as a neighbor is called the out-degree of node $i$, and is denoted as $\text{out-deg}_i$.

Suppose that each node $i$ has some initial value, given by $x_i[0]$. At each time-step $k$, all nodes update and/or exchange their values based on some strategy that adheres to the constraints imposed by the network topology (which is assumed to be time-invariant). The scheme that we study in this paper makes use of linear iterations; specifically, at each time-step, each node updates its value as

$$x_i[k+1] = w_{ii}x_i[k] + \sum_{j \in N_i} w_{ij}x_j[k],$$

where the $w_{ij}$’s are a set of weights. In other words, each node updates its value to be a linear combination of its own value and the values of its neighbors. For ease of analysis, the values of all nodes at time-step $k$ can be aggregated into the value vector $x[k] = [x_1[k], x_2[k], \ldots, x_N[k]]'$, and the update strategy for the entire system can be represented as

$$x[k+1] = \begin{bmatrix} w_{11} & w_{12} & \cdots & w_{1N} \\ w_{21} & w_{22} & \cdots & w_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ w_{N1} & w_{N2} & \cdots & w_{NN} \end{bmatrix} x[k]$$

for $k = 0, 1, \ldots$, where $w_{ij} = 0$ if $j \notin N_i$ (i.e., if $(x_j, x_i) \notin \mathcal{E}$).

**Definition 1 (Calculable Function):** Let $f : \mathbb{R}^N \mapsto \mathbb{R}^m$ be a function of the initial values of the nodes (note that $f(\cdot)$ will be a vector-valued function if $m \geq 2$). We say $f(x_1[0], x_2[0], \ldots, x_N[0])$ is calculable by node $i$ if it can be calculated by node $i$ after running the linear iteration (1) for a sufficiently large number of time-steps. We call $f(x_1[0], x_2[0], \ldots, x_N[0])$ a linear functional if it is of the form $Qx[0]$ for some $m \times N$ matrix $Q$.

**Definition 2 (Distributed Consensus and Averaging):** The system is said to achieve distributed consensus if all nodes in the system calculate the value $f(x_1[0], x_2[0], \ldots, x_N[0])$ after running the linear iteration for a sufficiently large number of time-steps. When

$$f(x_1[0], x_2[0], \ldots, x_N[0]) = \frac{1}{N}1'x[0],$$

the system is said to perform distributed averaging (i.e., the consensus value is the average of all initial node values).
**Definition 3 (Asymptotic Consensus):** The system is said to reach asymptotic consensus if
\[ \lim_{k \to \infty} x_i[k] = f(x_1[0], x_2[0], \ldots, x_N[0]) \]
for each \( i \), where \( f(x_1[0], x_2[0], \ldots, x_N[0]) \in \mathbb{R} \).

When \( f(x_1[0], x_2[0], \ldots, x_N[0]) = c'x[0] \) for some vector \( c' \), the following result by Xiao and Boyd from [8] characterizes the conditions under which the iteration (1) achieves asymptotic consensus.

**Theorem 1 ([8]):** The iteration given by (1) reaches asymptotic consensus on the linear functional \( c'x[0] \) (under the technical condition that \( c \) is normalized so that \( c'1 = 1 \)) if and only if the weight matrix \( W \) satisfies the following conditions:

1) \( W \) has a simple eigenvalue at 1, with left eigenvector \( c' \) and right eigenvector 1.
2) All other eigenvalues of \( W \) have magnitude strictly less than 1.

Furthermore, Xiao and Boyd showed that the rate of convergence is determined by the eigenvalue with second-largest magnitude. Consequently, to maximize the rate of convergence, they formulated a convex optimization problem to obtain the weight matrix satisfying the above conditions while minimizing the magnitude of the second largest eigenvalue.

As mentioned in the previous section, a salient feature of the analysis in [8], and of other linear iterations studied in the literature (e.g., see [3], [4] and the references therein), is that the focus is on asymptotic convergence. Clearly, reaching consensus on \( c'x[0] \) requires that the linear functional \( c'x[0] \) be calculable at all nodes, and in the case of asymptotic consensus, the nodes take an infinite number of time-steps in order to calculate this functional. While one might have to settle for asymptotic consensus when the network topology is time-varying, we will show in the sequel that in time-invariant networks, nodes can calculate any arbitrary function in a distributed fashion after running the linear iteration (1) for a finite number of time-steps. Specifically, we will demonstrate the following key result.

**Theorem 2:** Let \( G \) denote the (fixed) graph of the network, and
\[ S_i = \{ x_j \mid \text{There exists a path from } x_j \text{ to } x_i \text{ in } G \} \cup x_i. \]
Then, for almost any choice of weight matrix \( W \), node \( i \) can obtain the value \( x_j[0], x_j \in S_i \), after running the linear iteration (1) for \( L_i + 1 \) time-steps, for some \( 0 \leq L_i < |S_i| - \text{deg}_i \), and can therefore calculate any arbitrary function of the values \( \{ x_j[0] \mid x_j \in S_i \} \).
We will develop the proof of this theorem over the next few sections. We will also show that the above theorem immediately allows the nodes to obtain (finite-time) distributed consensus on a much larger class of functions than permitted by Theorem 1 (e.g., one does not have to restrict the consensus value to be a linear functional). Moreover, since we focus on the problem of function calculation rather than the more specific problem of distributed consensus, our method can be applied to a wide range of problems, including those where only a subset of the nodes have to calculate a given function, or where different nodes need to calculate different functions of the initial values.

III. DISTRIBUTED COMPUTATION OF LINEAR FUNCTIONALS

We start by asking the question: after running the linear iteration (1) with a given weight matrix\(^1\) \(W\) for \(L_i + 1\) time-steps (for some \(L_i\)), what is the set of all linear functionals that are calculable by node \(i\)? The following lemma provides an answer to this question.

**Lemma 1:** Define \(E_i\) to be the \((\deg_i + 1) \times N\) matrix with a single 1 in each row, denoting the positions of the vector \(x[k]\) that are available to node \(i\) (i.e., these positions correspond to nodes that are neighbors of node \(i\), along with node \(i\) itself). Then, node \(i\) can calculate the linear functional \(Qx[0]\) after running the linear iteration (1) for \(L_i + 1\) time-steps if and only if the row space of \(Q\) is contained in the row space of the matrix

\[
O_{i,L_i} \equiv \begin{bmatrix}
E_i \\
E_iW \\
E_iW^2 \\
\vdots \\
E_iW^{L_i}
\end{bmatrix}.
\]

**Proof:** Consider the linear iteration given by (1). At each time-step, node \(i\) has access to its own value and those of its neighbors. From the perspective of node \(i\), the linear iteration can then be viewed as the dynamical system

\[
x[k+1] = Wx[k] \\
y_i[k] = E_ix[k]
\]

\(^1\)We will discuss ways to choose appropriate weight matrices in the next section.
where \( y_i[k] \) denotes the outputs (node values) that are seen by node \( i \) during the \( k \)-th time-step. Since \( x[k] = W^k x[0] \), we have \( y_i[k] = E_i W^k x[0] \), and the set of all values seen by node \( i \) over \( L_i + 1 \) time-steps is given by

\[
\begin{bmatrix}
y_i[0] \\
y_i[1] \\
y_i[2] \\
\vdots \\
y_i[L_i]
\end{bmatrix} =
\begin{bmatrix}
E_i \\
E_i W \\
E_i W^2 \\
\vdots \\
E_i W^{L_i}
\end{bmatrix}
x[0].
\] (4)

The row space of \( \mathcal{O}_{i,L_i} \) characterizes the set of all calculable linear functionals for node \( i \) up to time-step \( L_i \). Suppose that the row space of matrix \( Q \) is not contained in the row space of \( \mathcal{O}_{i,L_i} \). This means that

\[
\rho \left( \begin{bmatrix} \mathcal{O}_{i,L_i} \\ Q \end{bmatrix} \right) > \rho (\mathcal{O}_{i,L_i}) ,
\]

and so there exists a nonzero vector \( v \) such that \( \mathcal{O}_{i,L_i} v = 0 \), but \( Q v \neq 0 \). If \( x[0] = v \), the values seen by node \( i \) during the first \( L_i + 1 \) time-steps of the linear iteration are all zeros, and so node \( i \) cannot calculate \( Q v \) from the outputs of the system (i.e., it cannot distinguish the initial value vector \( x[0] = v \) from the case where all initial values are zero).

On the other hand, if the row space of \( Q \) is contained in the row space of \( \mathcal{O}_{i,L_i} \), one can find a matrix \( \Gamma_i \) such that

\[
\Gamma_i \mathcal{O}_{i,L_i} = Q.
\] (5)

Thus, after running the linear iteration (1) for \( L_i + 1 \) time-steps, node \( i \) can immediately calculate \( Q x[0] \) as a linear combination of the outputs of the system over those time steps, i.e.,

\[
\Gamma_i \begin{bmatrix}
y_i[0] \\
y_i[1] \\
\vdots \\
y_i[L_i]
\end{bmatrix} = \Gamma_i \mathcal{O}_{i,L_i} x[0] = Q x[0].
\] (6)

This concludes the proof of the lemma.

Remark 1: The above lemma showed (via equation (6)) that node \( i \) can obtain the functional \( Q x[0] \) after running the linear iteration for \( L_i + 1 \) time-steps (for some \( L_i \), and assuming that \( Q \)
is in the row space of $O_{i,L_i}$). Note that node $i$ does not necessarily have to store the entire set of values $y_i[0], y_i[1], \ldots, y_i[L_i]$ in order to calculate the quantity $Qx[0]$ via (6). Instead, if we partition $\Gamma_i$ as $\Gamma_i = [\Gamma_{i,0} \Gamma_{i,1} \cdots \Gamma_{i,L_i}]$ and allow node $i$ to have $m$ extra registers (where $m$ is the number of rows in $Q$), we can utilize the following recursive strategy: we initialize the values of the $m$ registers with $\bar{x}_i[0] = \Gamma_{i,0}y_i[0]$ and update them at each time-step $k$ as $\bar{x}_i[k] = \bar{x}_i[k-1] + \Gamma_{i,k}y_i[k]$. After $L_i$ iterations, $\bar{x}_i[L_i]$ will hold the value of $Qx[0]$. $\square$

The matrix $O_{i,L_i}$ in (2) is called the observability matrix for the pair $(W, E_i)$, and it plays an important role in linear system theory [14]. Note that the rank of $O_{i,L_i}$ is a nondecreasing function of $L_i$, and bounded above by $N$. Suppose $\nu_i$ is the first integer for which $\rho(O_{i,\nu_i}) = \rho(O_{i,\nu_i-1})$. This implies that there exists a matrix $K_i$ such that

$$E_i W^{\nu_i} = K_i \begin{bmatrix} E_i \\ E_i W \\ \vdots \\ E_i W^{\nu_i-1} \end{bmatrix}. $$

In other words, the matrix $E_i W^{\nu_i}$ can be written as a linear combination of the rows in $O_{i,\nu_i-1}$. In turn, this implies that

$$E_i W^{\nu_i+1} = E_i W^{\nu_i} W = K_i O_{i,\nu_i-1} W = K_i \begin{bmatrix} E_i W \\ E_i W^2 \\ \vdots \\ E_i W^{\nu_i} \end{bmatrix},$$

and so the matrix $E_i W^{\nu_i+1}$ can be written as a linear combination of rows in $O_{i,\nu_i}$. Continuing in this way, we see that

$$\rho(O_{i,0}) < \rho(O_{i,1}) < \cdots < \rho(O_{i,\nu_i-1}) = \rho(O_{i,\nu_i}) = \rho(O_{i,\nu_i+1}) = \cdots,$$

i.e., the rank of $O_{i,L_i}$ monotonically increases with $L_i$ until $L_i = \nu_i - 1$, at which point it stops increasing. In the linear systems literature, the integer $\nu_i$ is called the observability index of the pair $(W, E_i)$, and can be upper bounded as $\nu_i \leq \min(D, N - \rho(E_i) + 1)$, where $D$ is the degree of the minimal polynomial$^2$ of $W$ [14]. Since $E_i$ has rank $\deg_i + 1$ in the linear iteration model

---

$^2$Note that the degree $D$ of the minimal polynomial of $W$ is always smaller than or equal to $N$ [14].
(3), the above bound becomes

\[ \nu_i \leq \min(D, N - \text{deg}_i) \]  \hspace{1cm} (7)

The fact that the rank of the observability matrix stops increasing after time-step \( \nu_i - 1 \) means that the outputs of the system \( y_i[0], y_i[1], \ldots, y_i[\nu_i - 1] \) contain the maximum amount of information that node \( i \) can possibly obtain about the initial values, and future outputs of the system do not provide any extra information. This immediately produces the following lemma.

**Lemma 2:** If it is possible for node \( i \) to obtain the necessary information to calculate the linear functional \( Qx[0] \) via the linear iteration (1), it will require at most \( N - \text{deg}_i \) time-steps.

**Remark 2:** Note that the above lemma only provides an upper bound on the number of time-steps required by any node to calculate any desired functional. A lower bound on the number of time-steps required by node \( i \) can be obtained as follows. Let \( \mathcal{F}_i \) denote the set of all nodes whose values are required by node \( i \) in order to calculate its function (if node \( i \)'s function depends on all initial values, the set \( \mathcal{F}_i \) will contain all nodes in the graph). Pick a node \( x_j \in \mathcal{F}_i \) that is farthest away from node \( i \) in the network, and let the distance\(^3\) between node \( j \) and node \( i \) be denoted by \( \epsilon_i \). Since it takes one time-step for a value to propagate along an edge, it will take at least \( \epsilon_i \) time-steps before node \( i \) is able to obtain node \( j \)'s value, and thus a lower bound on the number of time-steps required for function calculation by node \( i \) is \( \epsilon_i \). Note that if \( \mathcal{F}_i \) contains all nodes in the network, \( \epsilon_i \) is simply the eccentricity of node \( i \) [15]. In particular, if \( \epsilon_i = N - \text{deg}_i \), then node \( i \) will take exactly \( N - \text{deg}_i \) time-steps to calculate its desired function (since the lower bound and upper bound coincide in this case).

If the objective in the system is for some subset of the nodes to calculate the linear functional \( Qx[0] \), one has to choose the weight matrix \( W \) so that \( Q \) is in the row space of the observability matrices for all those nodes. More generally, suppose we require node \( i \) to calculate the function \( g(x_{t_1}[0], x_{t_2}[0], \ldots, x_{t_S}[0]) \), where \( \{x_{t_1}, x_{t_2}, \ldots, x_{t_S}\} \) is some subset of the nodes in the system. If \( W \) can be designed so that the matrix \( Q = [e_{t_1} \ e_{t_2} \ \cdots \ \ e_{t_S}]' \) is in the row space of \( O_{i, \nu_i - 1} \), node \( i \) can recover the initial values \( x_{t_1}[0], x_{t_2}[0], \ldots, x_{t_S}[0] \) from \( y_i[0], y_i[1], \ldots, y_i[\nu_i - 1] \), and then calculate \( g(x_{t_1}[0], x_{t_2}[0], \ldots, x_{t_S}[0]) \). If \( \rho(O_{i, \nu_i - 1}) = N \) (i.e., the identity matrix is in the

\(^3\)Recall that the distance between node \( i \) and node \( j \) in a graph is the smallest number of edges in a path from node \( j \) to node \( i \) in the graph [15].
row space of the observability matrix), the pair \((W, E_i)\) is said to be \textit{observable}. In this case, node \(i\) can uniquely determine the entire initial value vector \(x[0]\) from the outputs of the system and calculate any function of those values. Based on this discussion, we see that we can recast the function calculation problem as a weight matrix design problem, where the objective is to make the row space of the observability matrix for each node contain some appropriate matrix \(Q\). We describe how to do this in the next section.

\section*{IV. Designing the Weight Matrix}

We will start this section by considering the problem of reaching consensus on a linear functional \(c'x[0]\), for some vector \(c'\). We will then broaden our focus in the second half of the section, and show how to design the weight matrix to maximize the set of functions that can be calculated by each node after running the linear iteration for a sufficiently large (but finite) number of time-steps.

\subsection*{A. Reaching Consensus on a Linear Functional}

In the last section, we saw that if the vector \(c'\) appears in the row space of the observability matrix for every node, the system can reach consensus on \(c'x[0]\) after running the linear iteration for a finite number of time-steps. We now develop a set of weight matrices that ensures that this is the case. In the process, we will show that this set contains all weight matrices that satisfy the conditions in Theorem 1. To proceed with the development, we will require the notion of \textit{observable eigenvalues} of a pair \((W, E_i)\) \cite{16}.

\textbf{Definition 4 (Observable Eigenvalue):} Suppose that the distinct eigenvalues of \(W\) are given by \(\lambda_1, \lambda_2, \ldots, \lambda_r\), where \(1 \leq r \leq N\). Eigenvalue \(\lambda_j\) is said to be an observable eigenvalue of the pair \((W, E_i)\) if

\[
\rho\left(\begin{bmatrix} W - \lambda_j I \\ E_i \end{bmatrix}\right) = N,
\]

(8)

and it is called an unobservable eigenvalue otherwise.

With the notion of observable eigenvalues in hand, we now present a theorem that guarantees that a certain class of vectors will be in the row space of the observability matrix.

\textbf{Theorem 3:} The row space of \(O_{i,\nu_i-1}\) contains all left eigenvectors of \(W\) corresponding to observable eigenvalues of the pair \((W, E_i)\).
The proof of the above theorem is given in the Appendix. The theorem provides a strategy for choosing the weight matrix so that a vector $c'$ will be contained in the row space of the observability matrix for every node. Specifically, the task will be to choose the weight matrix to have an eigenvalue $\mu$ with a left eigenvector $c'$, so that $\mu$ is an observable eigenvalue of the pair $(W, E_i)$ for all $i$. To accomplish this, we first provide a characterization of the observability of an eigenvalue based on its right eigenvector.

**Lemma 3:** Suppose $\mu$ is a simple eigenvalue of $W$, with right eigenvector $d$. Then $\mu$ is an observable eigenvalue of the pair $(W, E_i)$ if and only if $E_i d$ has at least one nonzero entry. $\blacksquare$

**Proof:** Suppose $\mu$ is a simple eigenvalue of $W$. Then the matrix $W - \mu I$ has a single eigenvalue at zero, with a null space spanned by the eigenvector $d$. This implies that the only possible vector in the null space of the matrix $[W - \mu I]$ is $d$. If $E_i d$ has at least one nonzero entry, the matrix $[W - \mu I]$ will have a null space of dimension zero, and therefore $\mu$ will be an observable eigenvalue of the pair $(W, E_i)$. On the other hand, if all entries of $E_i d$ are zero, $[W - \mu I]$ will have a null space of dimension one, implying that $\mu$ is an unobservable eigenvalue of the pair $(W, E_i)$. $\blacksquare$

In light of the above lemma, suppose we consider the class of weight matrices described in Theorem 1. Such matrices have a simple eigenvalue at $\mu = 1$, with a right eigenvector $d = 1$ and left eigenvector $c'$. Since each $E_i$ matrix has a single 1 in each row, the vector $E_i d$ will be the all ones vector, and so Lemma 3 indicates that the eigenvalue $\mu = 1$ is an observable eigenvalue of the pair $(W, E_i)$ for all $1 \leq i \leq N$. Theorem 3 then indicates that $c' x[0]$ will be calculable by all nodes. Therefore, if we require the system to reach consensus on $c' x[0]$, one strategy is to choose $W$ to satisfy the conditions in Theorem 1. For example, if the graph is undirected and if each node knows $N$ (or an upper bound for $N$), it was shown in [17] that each node $i$ can independently choose its weights as

$$w_{ij} = \begin{cases} 
\frac{1}{N}, & \text{if } j \in \mathcal{N}_i \\
0, & \text{if } j \notin \mathcal{N}_i \\
1 - \sum_{l \in \mathcal{N}_i} w_{il}, & \text{if } i = j.
\end{cases} \tag{9}$$

The resulting weight matrix is symmetric and satisfies the conditions of Theorem 1 with $c' = \frac{1}{N} 1'$. Many other choices of weights exist that provide asymptotic consensus (e.g., see [8], [3], [7], [10], [11]), and any of these weights can be used in conjunction with our approach to obtain finite-time consensus.
However, we do not necessarily need to restrict attention to matrices that satisfy the conditions in Theorem 1. For example, since Lemma 3 and Theorem 3 do not depend on the magnitude of the eigenvalues, we can consider the weights

\[ w_{ij} = \begin{cases} 
1, & \text{if } j \in \mathcal{N}_i \\
0, & \text{if } j \notin \mathcal{N}_i \\
F - \deg_i, & \text{if } i = j \end{cases} \]

(10)

where \( F \) is any integer. These weights are obtained by multiplying the weights in (9) by \( N \), and then offsetting each of the diagonal weights by a constant amount \( F - N \). The corresponding weight matrix has a simple eigenvalue at \( \mu = F \), with right eigenvector \( \mathbf{d} = 1 \) and left eigenvector \( \mathbf{c}' = \frac{1}{N} \mathbf{1}' \). This choice of weight matrix also allows all nodes to calculate the functional \( \mathbf{c}'x[0] \), and has the appealing feature of being an integer matrix, which could potentially simplify the implementation of the consensus protocol. This is a valid weight matrix in our scheme, but it is not allowed in asymptotic consensus protocols since it will typically have eigenvalues with magnitude larger than 1.

While the analysis and weight matrices described in this section are useful for reaching consensus on a linear functional, it is not clear whether they allow the nodes to calculate more arbitrary functions of the node values, or whether they allow different nodes to calculate different functions. We will now describe how to choose the weights to maximize the set of functions that can be calculated by each node after running the linear iteration for a finite number of time-steps. In the process, we will obtain the proof of Theorem 2.

**B. Characterization of All Calculable Functions for Each Node**

To determine the set of functions than can be calculated by each node \( i \), we will first examine the maximum amount of information that can be recovered about the initial values after running the linear iteration. This essentially amounts to maximizing the rank of the observability matrix for each node \( i \). To facilitate this investigation, recall the set

\[ S_i = \{ x_j \mid \text{There exists a path from } x_j \text{ to } x_i \text{ in } \mathcal{G} \} \cup x_i \]

(originally defined in Theorem 2), and let \( \bar{S}_i \) denote its complement (\( \mathcal{G} \) is the graph of the network). Let \( x_{S_i}[k] \) denote the vector that contains the values of the nodes in \( S_i \), and let \( x_{\bar{S}_i}[k] \) denote the vector of values for the remaining nodes. Without loss of generality, assume that the
vector $x[k]$ in (3) has the form $x[k] = \begin{bmatrix} x_{S_i}[k] & x_{\bar{S}_i}[k] \end{bmatrix}'$ (the vector can always be arranged in this form by an appropriate permutation of the node indices). Since there is no path from any node in $\bar{S}_i$ to node $i$ (and hence no path from any node in $\bar{S}_i$ to any node in $S_i$), equation (3) takes the form

$$
\begin{bmatrix}
x_{S_i}[k+1] \\
x_{\bar{S}_i}[k+1]
\end{bmatrix} =
\begin{bmatrix}
W_{i,S_i} & 0 \\
W_{i,S_i}S_i & W_{i,\bar{S}_i}
\end{bmatrix}
\begin{bmatrix}
x_{S_i}[k] \\
x_{\bar{S}_i}[k]
\end{bmatrix}
$$

$$
y_i[k] = \begin{bmatrix} E_{i,S_i} & 0 \\
E_{i,S_i}W_{i,S_i} & E_{i,\bar{S}_i}
\end{bmatrix}
\begin{bmatrix}
x_{S_i}[k] \\
x_{\bar{S}_i}[k]
\end{bmatrix}
.$$  \hfill (11)

The outputs seen by node $i$ over the first $L_i + 1$ time-steps of the linear iteration are given by

$$
\begin{bmatrix}
y_i[0] \\
y_i[1] \\
\vdots \\
y_i[L_i]
\end{bmatrix} =
\begin{bmatrix}
E_{i,S_i} & 0 \\
E_{i,S_i}W_{i,S_i} & 0 \\
\vdots \\
E_{i,S_i}W_{i,S_i}^{L_i} & 0
\end{bmatrix}
\begin{bmatrix}
x_{S_i}[0] \\
x_{S_i}[1] \\
\vdots \\
x_{S_i}[L_i]
\end{bmatrix} =
\begin{bmatrix}
E_{i,S_i} & 0 \\
E_{i,S_i}W_{i,S_i} & 0 \\
\vdots \\
E_{i,S_i}W_{i,S_i}^{L_i}
\end{bmatrix}
\begin{bmatrix}
x_{S_i}[0] \\
x_{S_i}[1] \\
\vdots \\
x_{S_i}[L_i]
\end{bmatrix} =
\begin{bmatrix}
E_{i,S_i} & 0 \\
E_{i,S_i}W_{i,S_i} & 0 \\
\vdots \\
E_{i,S_i}W_{i,S_i}^{L_i}
\end{bmatrix}
\begin{bmatrix}
x_{S_i}[0] \\
x_{S_i}[1] \\
\vdots \\
x_{S_i}[L_i]
\end{bmatrix} =
\begin{bmatrix}
E_{i,S_i} & 0 \\
E_{i,S_i}W_{i,S_i} & 0 \\
\vdots \\
E_{i,S_i}W_{i,S_i}^{L_i}
\end{bmatrix}
\begin{bmatrix}
x_{S_i}[0] \\
x_{S_i}[1] \\
\vdots \\
x_{S_i}[L_i]
\end{bmatrix}
.$$  \hfill (12)

This shows that node $i$ receives no information about any node in the set $\bar{S}_i$, regardless of the choice of weight matrix, and therefore cannot calculate any function of the node values from that set. Furthermore, the matrix multiplying $x_{S_i}[0]$ is the observability matrix for the pair $(W_{i,S_i}, E_{i,S_i})$. Thus, maximizing the rank of the observability matrix for node $i$ is equivalent to maximizing the rank of the observability matrix for the pair $(W_{i,S_i}, E_{i,S_i})$.

To choose a set of weights that accomplishes this, we will use techniques from control theory pertaining to linear structured systems [18], [19], [20], [21]. Specifically, a linear system of the form

$$
x[k + 1] = Ax[k] \\
y[k] = Cx[k],
$$

with state vector $x \in \mathbb{R}^N$ and output $y \in \mathbb{R}^p$ is said to be structured if each entry of the matrices $A$ and $C$ is either a fixed zero or an independent free parameter. A structured pair $(A, C)$ is said to be structurally observable if the corresponding observability matrix has full column rank for at least one choice of free parameters. To analyze structural properties (such as observability) of these systems, one first associates a graph $\mathcal{H}$ with the structured pair $(A, C)$ as follows. The vertex set of $\mathcal{H}$ is given by $\mathcal{X} \cup \mathcal{Y}$, where $\mathcal{X} = \{x_1, x_2, \ldots, x_N\}$ is the set of state vertices and
\( \mathcal{Y} = \{y_1, y_2, \ldots, y_p\} \) is the set of output vertices. The edge set of \( \mathcal{H} \) is given by \( \mathcal{E}_x \cup \mathcal{E}_y \), where \( \mathcal{E}_x = \{(x_j, x_i) | A_{ij} \neq 0\} \) is the set of edges corresponding to interconnections between the state vertices, and \( \mathcal{E}_y = \{(x_j, y_i) | C_{ij} \neq 0\} \) is the set of edges corresponding to connections between the state vertices and the output vertices. The following theorem characterizes the conditions on \( \mathcal{H} \) for the system to be structurally observable. The terminology \( \mathcal{Y}\text{-topped path} \) is used to denote a path with end vertex in \( \mathcal{Y} \).

**Theorem 4 ([21]):** The structured pair \( (A, C) \) is structurally observable if and only if the graph \( \mathcal{H} \) satisfies both of the following properties:

1) Every state vertex \( x_i \in \mathcal{X} \) is the start vertex of some \( \mathcal{Y}\text{-topped path} \) in \( \mathcal{H} \).

2) \( \mathcal{H} \) contains a subgraph that covers all state vertices, and that is a disjoint union of cycles and \( \mathcal{Y}\text{-topped paths} \).

An appealing feature of structural properties is that they hold generically. In other words, if the structured system is observable for some particular choice of free parameters, it will be observable for almost any choice of parameters (i.e., the set of parameters for which the system is not observable has Lebesgue measure zero) [20], [21].

To apply the above results to the problem of maximizing the rank of the observability matrix for the pair \( (W_i, S_i, E_{i,S_i}) \), we note that matrices \( W_i, S_i \) and \( E_{i,S_i} \) are essentially structured matrices, with the exception that the nonzero entries in \( E_{i,S_i} \) are taken to be 1 rather than free parameters. However, this is easily remedied by redefining the output available to node \( i \) in (11) as

\[
\tilde{y}_i[k] = \begin{bmatrix}
\lambda_{i,1} & 0 & \cdots & 0 \\
0 & \lambda_{i,2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_{i,\text{deg}_i+1}
\end{bmatrix} \Lambda_i \begin{bmatrix} E_{i,S_i} & 0 \end{bmatrix} x[k],
\]

where the \( \lambda_{i,j} \)'s are a set of free parameters. The matrix \( \Lambda_i E_{i,S_i} \) has a single independent free parameter in each row, and therefore qualifies as a valid structured matrix. The observability
matrix for the structured pair \((W_{i,S}, \Lambda_i E_{i,S_i})\) is

\[
\begin{bmatrix}
\Lambda_i E_{i,S_i} \\
\Lambda_i E_{i,S_i} W_{i,S_i} \\
\vdots \\
\Lambda_i E_{i,S_i} W_{i,S_i}^{L_i-1}
\end{bmatrix} = \begin{bmatrix}
\Lambda_i & 0 & \cdots & 0 \\
0 & \Lambda_i & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Lambda_i
\end{bmatrix} \begin{bmatrix}
E_{i,S_i} \\
E_{i,S_i} W_{i,S_i} \\
\vdots \\
E_{i,S_i} W_{i,S_i}^{L_i-1}
\end{bmatrix},
\]

and if the matrix \(\Lambda_i\) is invertible, the observability matrix for the pair \((W_{i,S}, \Lambda_i E_{i,S_i})\) will have the same rank as the observability matrix for the pair \((W_{i,S}, E_{i,S_i})\). Thus, for the purposes of analyzing structural observability, we can assume without loss of generality that the nonzero entries in \(E_{i,S_i}\) are all ones (i.e., take \(\Lambda_i\) to be the identity matrix).

We can now use the above results on structured systems to prove the key result in Theorem 2 (introduced at the end of Section II).

**Proof:** [Theorem 2] From (12), we see that the output available to node \(i\) after \(L_i + 1\) time-steps is simply the observability matrix for the pair \((W_{i,S_i}, E_{i,S_i})\) multiplied by the vector \(x_{S_i}[0]\). To prove the theorem, we only have to show that the pair \((W_{i,S_i}, E_{i,S_i})\) is structurally observable, and to accomplish this, we examine the associated graph \(\mathcal{H}\). In this case, \(\mathcal{H}\) is obtained as follows:

1) Take the subgraph of \(\mathcal{G}\) induced by the nodes in \(S_i\).
2) In this subgraph, add self-loops to every node to correspond to the free parameters \(w_{jj}\) on the diagonal of the matrix \(W_{i,S_i}\).
3) Add \(\deg_i + 1\) output vertices (denoted by the set \(\mathcal{Y}_i\)), and place a single edge from node \(i\) and each of its neighbors to vertices in \(\mathcal{Y}_i\), corresponding to the single nonzero entry in each row of the matrix \(E_{i,S_i}\).

Every node in \(\mathcal{H}\) has a path to node \(i\) (by definition of the set \(S_i\)), and therefore to an output vertex in \(\mathcal{Y}_i\) (e.g., the output vertex that has an edge from node \(i\)). This satisfies the first condition of Theorem 4. Furthermore, the self-loops on the nodes form a set of disjoint cycles that covers every node in \(\mathcal{H}\). This satisfies the second condition in Theorem 4, and so the pair \((W_{i,S_i}, E_{i,S_i})\) is structurally observable. This implies that the observability matrix multiplying \(x_{S_i}[0]\) in (12) will have full column rank for almost any choice of \(W_{i,S_i}\) (and hence for almost any choice of \(W\)) for sufficiently large \(L_i\). When \(W\) is a square matrix with \(N\) columns, the bound in (7) indicates that it will take at most \(N - \deg_i\) time-steps for the observability matrix for the pair
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(W, Ei) to achieve its maximum rank. Since the matrix \( W_{i,S_i} \) has \(|S_i|\) columns, we conclude that the observability matrix for the pair \( (W_{i,S_i}, E_{i,S_i}) \) will take at most \(|S_i| - \deg_i\) time-steps to become full column rank. Node \( i \) can therefore recover the vector \( x_{S_i}[0] \) from the outputs of the system over at most \(|S_i| - \deg_i\) time-steps.

Theorem 2 indicates that node \( i \) can calculate any function of the initial values of nodes that have a path to node \( i \), since it can reconstruct those initial values after running the linear iteration for a finite number of time-steps. Note that this is the most general result that can be obtained for a given (time-invariant) network, since if a node \( j \) does not have a path to node \( i \) in the network, it will be impossible for node \( i \) to calculate any function of node \( j \)'s value (regardless of the protocol). Since the above theorem holds for any node \( i \), and for all but a set of weights of measure zero, we immediately obtain the following corollary.

**Corollary 1:** Define the set \( S = \cap_{i=1}^{N} S_i \), where

\[
S_i = \{ x_j \mid \text{There exists a path from } x_j \text{ to } x_i \text{ in } G \} \cup x_i.
\]

In other words, \( S \) is the set of nodes that have a path to all nodes in the system. Then, for almost any choice of weight matrix \( W \), the nodes can reach consensus on any function of the initial values of nodes in \( S \) after running the linear iteration for at most \( \max_i(|S_i| - \deg_i) \) time-steps.

Corollary 1 indicates that the nodes can reach consensus after a finite number of iterations as long as the network has a spanning tree (i.e., there is at least one node that has a path to every other node). If the network is strongly connected (i.e., there is a path from every node to every other node), the nodes can reach consensus on any arbitrary function of the initial values. This result is more general than those currently existing in the literature (for time-invariant networks), which typically focus on the nodes reaching asymptotic consensus on a linear functional of the initial values (e.g., see [4], [3], [8], and the discussion in Sections II and IV-A).

**V. DECENTRALIZED CALCULATION OF THE OBSERVABILITY MATRICES**

In the previous sections, we saw that if the weight matrix is chosen appropriately, the row space of the observability matrix for each node will contain enough information for that node to calculate the desired function of the initial values. Specifically, there will exist a matrix \( \Gamma_i \) satisfying (5) for each node \( i \), and node \( i \) can use this matrix to calculate \( Qx[0] \) from (6). If required, it can then calculate more general (nonlinear) functions of \( Qx[0] \). However, finding
\( \Gamma_i \) requires knowledge of the observability matrix \( O_{i,\nu_i-1} \). If the global topology of the graph and all of the weights are known \textit{a priori}, then \( \Gamma_i \) can be calculated from the matrix \( O_{i,\nu_i-1} \) and conveyed to node \( i \). Note that in graphs with time-invariant topologies, \( \Gamma_i \) only has to be computed once for each \( i \). However, in practice, it may be the case that there is no opportunity to calculate the \( \Gamma_i \)’s \textit{a priori}, and therefore it will be necessary for the nodes to calculate these matrices using only local information. In this section, we show how each node \( i \) can calculate \( \Gamma_i \) in a decentralized manner. To accomplish this, we will assume that the nodes know \( N \) (or an upper bound for \( N \)). We will also assume that each node has a unique identifier, and that the nodes know their position in an appropriate ordering of the identifiers (e.g., the node with the \( j \)–th smallest identifier takes its position to be \( j \)). We assume without loss of generality that the vector \( x[k] \) is consistent with this ordering (i.e., \( x_i[k] \) is the value of the node whose position is \( i \)–th in the ordering).

As noted earlier, there are various ways for the nodes to choose their weights so that the row spaces of the observability matrices contain certain vectors. For example, if each node independently chooses a random set of weights for its update equation, the observability matrix will almost surely have maximum possible rank. Alternatively, if the nodes are only required to calculate the average of the initial values, they can choose the weights in (10), (9) or any other similar set of weights from the asymptotic consensus literature.

Once an appropriate set of weights is chosen, suppose the nodes perform \( N \) runs of the linear iteration, each for \( N-1 \) time-steps. For the \( j \)–th run, node \( j \) sets its initial condition to be 1, and all other nodes set their initial conditions to be zero. In other words, if \( x_{*,j}[k] \) denotes the vector of node values during the \( k \)–th time-step of the \( j \)–th run, the nodes calculate \( x_{*,j}[k + 1] = W x_{*,j}[k] \), \( 0 \leq k \leq N - 2, \ 1 \leq j \leq N \), where \( x_{*,j}[0] = e_j \). Suppose that for each of the \( N \) runs, node \( i \) stores the values it sees over the first \( N - \deg_i \) time-steps. Each node \( i \) then has access to the matrix

\[
\Psi_i = \begin{bmatrix}
y_{i,1}[0] & y_{i,2}[0] & \cdots & y_{i,N}[0] \\
y_{i,1}[1] & y_{i,2}[1] & \cdots & y_{i,N}[1] \\
\vdots & \vdots & \ddots & \vdots \\
y_{i,1}[N - \deg_i - 1] & y_{i,2}[N - \deg_i - 1] & \cdots & y_{i,N}[N - \deg_i - 1]
\end{bmatrix}, \quad (13)
\]
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where $y_{i,j}[k] = E_i x_{*,j}[k]$. Using (4), the above matrix can be written as

$$
\Psi_i = O_{i,N-\deg_i-1} \begin{bmatrix} x_{*,1}[0] & x_{*,2}[0] & \cdots & x_{*,N}[0] \end{bmatrix},
$$

and since $x_{*,j}[0] = e_j$, we see that $\Psi_i = O_{i,N-\deg_i-1}$. Node $i$ now has access to its observability matrix, and can find the matrix $\Gamma_i$ and the smallest integer $L_i$ such that $\Gamma_i O_{i,L_i} = Q$ (for the desired matrix $Q$). For future initial conditions $x[0]$, node $i$ can perform function calculation in the network by running the linear iteration (1) for $L_i + 1$ time-steps to obtain the values $y_{i,0}, y_{i,1}, \ldots, y_{i,L_i}$. It can then immediately obtain $Q x[0]$ from (6), and use this to calculate the value $f(x_1[0], x_2[0], \ldots, x_N[0])$ for any function $f : \mathbb{R}^N \rightarrow \mathbb{R}^m$ (note that $f$ can be completely arbitrary if $Q = I_N$).

It is important to note that the above discovery algorithm only needs to be run once (in time-invariant networks) in order for the nodes to obtain the $\Gamma_i$ matrices. After they have obtained these matrices, they can use them to perform function calculation for arbitrary sets of initial conditions. In other words, the cost of discovering the $\Gamma_i$ matrices will be amortized over the number of times they are used by the nodes to perform function calculation. A full description of the algorithm (including the initialization phase) can be found in Fig. 1 and Fig. 2.

**Remark 3:** If the nodes only know an upper bound for $N$, the observability matrix obtained by each node will have one or more columns that are entirely zero. This is because there will be some runs of the linear iteration where all nodes set their initial values to be zero, under the assumption that some (nonexistent) node will be setting its value to 1. In such cases, the nodes can simply drop these zero columns from their observability matrices, and continue as normal.

**Remark 4:** Note that the protocol described above for finding the observability matrix requires each node $i$ to store $(\deg_i + 1) \times N \times (N - \deg_i)$ values, because each output vector $y_{i,j}[k]$ has $\deg_i + 1$ components, there are $N - \deg_i$ outputs stored per run, and there are $N$ runs in total. However, it may be the case that the observability index $\nu_i$ for node $i$ is smaller than $N - \deg_i$, and so node $i$ may be storing more values than required (since after time-step $\nu_i$, the rows of the observability matrix are linear combinations of the previous rows). This problem can be easily circumvented by having the nodes run the $N$ linear iterations in parallel, as opposed to serially. In this way, the nodes construct the (observability) matrix $\Psi_i$ in (13) row-by-row, as opposed to column-by-column. If node $i$ finds that the new rows of the observability matrix...
Initialization Phase: Calculation of Network Parameters

**INPUT:** Network $G$, with $N$ nodes $x_1, x_2, \ldots, x_N$, each with an ID and an associated function $f_i : \mathbb{R}^N \to \mathbb{R}^m$.

1: Each node $i$ independently chooses a set of weights $w_{ij}$ for the nodes in its neighborhood, and a weight $w_{ii}$ for itself.

2: \textbf{for} $j = 1$ to $N$

3: \hspace{1em} $x_j[0] = 1$, $x_i[0] = 0$ for all $i \neq j$.

4: \textbf{for} $k = 0$ to $N-2$

5: \hspace{1em} Each node $i$ updates its value as

\[ x_i[k+1] = w_{ii}x_i[k] + \sum_{l \in N_i} w_{il}x_l[k]. \]

6: \hspace{1em} Each node $i$ stores $y_{i,j}[k] = E_i x[k]$.

7: \hspace{1em} \textbf{end for}

8: \textbf{end for}

9: Each node $i$ forms the matrix $\Psi_i$ in (13) and solves for the matrix $\Gamma_i$ satisfying $\Gamma_i \Psi_i = Q_i$, for an appropriate matrix $Q_i$ which would allow node $i$ to calculate $f_i(x_1[0], x_2[0], \ldots, x_N[0])$. Based on the number of (block) rows of $\Psi_i$ required in order to solve for $\Gamma_i$, node $i$ obtains the integer $L_i$.

10: All nodes use a simple distributed protocol to determine $\max_{1 \leq i \leq N} L_i$.

**OUTPUT:** $\Gamma_i$, $L_i$ and weights $w_{ij}$ for each node $i$, and $\max_{1 \leq j \leq N} L_j$.

---

Fig. 1. The initialization phase of the protocol. This phase is used by the nodes to distributively determine the necessary information about the network in order to later perform distributed function calculation.

do not increase its rank, or if the existing rows of the observability matrix already contain the desired matrix $Q$, node $i$ can stop storing values. Note, however, that all nodes still have to complete $N-1$ time-steps of each run in order to ensure that every node has an opportunity to find its observability matrix. This slight modification of the protocol would require each node to store at most $(\deg_i + 1) \times N \times \nu_i$ values.

The communication cost incurred by the above protocol for discovering the observability
Calculating Functions of Arbitrary Initial Conditions

**INPUT:** Network $G$, with $N$ nodes $x_1, x_2, \ldots, x_N$, each with an (arbitrary) initial value $x_i[0]$ and an associated function $f_i : \mathbb{R}^N \to \mathbb{R}^m$. Each node $i$ knows $\Gamma_i$, $L_i$, weights $w_{ij}$ and $\max_{1 \leq j \leq N} L_j$.

1: \textbf{for} $k = 0$ to $\max_{1 \leq j \leq N} L_j$
2: \hspace{1em} Each node $i$ updates its value as
   \[ x_i[k+1] = w_{ii} x_i[k] + \sum_{l \in \mathcal{N}_i} w_{il} x_l[k]. \]
3: \hspace{1em} Each node $i$ stores $y_i[k] = E_i x[k]$.
4: \hspace{1em} \textbf{if} $k == L_i$ for some $i$ \textbf{then}
5: \hspace{2em} Node $i$ calculates
   \[ \Gamma_i \begin{bmatrix} y_i[0] \\ y_i[1] \\ \vdots \\ y_i[L_i] \end{bmatrix} = Q_i x[0], \]
   which it uses to calculate $f_i(x_1[0], x_2[0], \ldots, x_N[0])$.
6: \hspace{1em} \textbf{end if}
7: \textbf{end for}

**OUTPUT:** $f_i(x_1[0], x_2[0], \ldots, x_N[0])$ for each node $i$.

Fig. 2. The protocol to perform distributed function calculation via linear iterations. The inputs to this protocol can be obtained by running the initialization phase (given in Fig. 1), or can be calculated by a centralized entity and provided to each node $i$.

Matrix can be characterized as follows. Since each node transmits a single value on each outgoing edge at each time-step, and since there are $N - 1$ time-steps per run, with $N$ runs in total, each node $i$ will have to transmit $N(N - 1)\text{out-deg}_i$ messages in order to run this protocol. Summing over all nodes in the network, there will be $\sum_{i=1}^{N} N(N - 1)\text{out-deg}_i$ messages transmitted in total (since $\sum_{i=1}^{N} \text{out-deg}_i$ is equal to the number of edges in the graph [15]). Note that in wireless networks, a single transmission by node $i$ will be equivalent to communicating a value along each outgoing edge of node $i$ (since all neighbors of node $i$ will receive the message.
Remark 5: It may be the case that the number of time-steps required by each node to calculate its desired function will vary from node to node (i.e., the value of $L_i$ might be different for different $i$’s). There are several different ways to handle this. One option is to have the nodes run the linear iteration for a full $N - 1$ time-steps, even though they can calculate their desired function after $L_i + 1$ time-steps (similar to what was suggested in Remark 4). However, this could cause the linear iteration to run for more time-steps than necessary (i.e., for $N - 1$ time-steps, instead of $\max_i L_i + 1$ time-steps). To get around this, one can have the nodes calculate the maximum of all the $L_i$’s after they have calculated their $\Gamma_i$ matrices. This can be done via a simple protocol where each node starts by broadcasting its own value of $L_i$, and then subsequently maintains and broadcasts only the largest value it receives from a neighbor. After at most $N$ time-steps, all nodes will have the maximum value of $L_i$ [5], and then the nodes can run subsequent linear iterations for $\max_i L_i + 1$ time-steps.

If the nodes are required to reach consensus, another option to handle nonhomogeneous $L_i$’s would be as follows. Each node $i$ runs the linear iteration for $L_i + 1$ time-steps, or until it receives the consensus value from a neighbor. If $L_i + 1$ time-steps pass without receiving the consensus value, node $i$ can calculate the value and broadcast it its neighbors, along with a flag indicating that it is the consensus value (and not just the next step in the linear iteration). In this way, slower neighbors of node $i$ will receive the function value at most one time-step after node $i$ calculates it.

VI. Example

Consider the undirected network in Fig. 3. The objective in this network is for the nodes to reach consensus on the function

$$f(x_1[0], x_2[0], x_3[0], x_4[0], x_5[0], x_6[0]) = x_1^2[0] + x_2^2[0] + x_3^2[0] + x_4^2[0] + x_5^2[0] + x_6^2[0].$$  (14)

The nodes do not know the entire topology, and there is no centralized decision maker to calculate the $\Gamma_i$ matrices for each node. However, suppose that all nodes know that there are $N = 6$ nodes in the system.

The first step is for the nodes to choose their weights. Since the graph is undirected (and hence strongly connected), Theorem 2 indicates that almost any choice of weights will allow...
Fig. 3. Network with edge weights and self weights independently chosen from a uniform distribution on the interval $[-2, 2]$. 

the nodes to reconstruct the values $x_j[0], 1 \leq j \leq 6$ from the linear iteration (i.e., the matrix $Q = I_6$ will be in the row space of every observability matrix). The nodes can then use these values to calculate the function (14). For this example, we will have the nodes choose each of their weights as an independent random variable uniformly distributed in the interval $[-2, 2]$. These weights are shown in Fig. 3.

Next, the nodes use the protocol described in Section V to discover their observability matrices. Specifically, they run $N = 6$ different linear iterations, with initial condition $x_{*j}[0] = e_j$ for the $j$–th linear iteration. As discussed in Remark 4, we will have the nodes run the $N$ different linear iterations in parallel, so that they compute the observability matrix row-by-row. For instance, consider node 1 in Fig. 3. The matrix $E_1$ in (3) is given by

$$E_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}.$$ 

After running the $N = 6$ different linear iterations for 3 time-steps each, node 1 has access to
the matrix
\[
\begin{bmatrix}
y_{1,1}[0] & y_{1,2}[0] & y_{1,3}[0] & y_{1,4}[0] & y_{1,5}[0] & y_{1,6}[0] \\
y_{1,1}[1] & y_{1,2}[1] & y_{1,3}[1] & y_{1,4}[1] & y_{1,5}[1] & y_{1,6}[1] \\
y_{1,1}[2] & y_{1,2}[2] & y_{1,3}[2] & y_{1,4}[2] & y_{1,5}[2] & y_{1,6}[2]
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1.801 & -1.075 & 0 & 0 & 0 & 0.427 \\
-0.056 & 1.565 & 1.048 & 0 & 0 & 0 \\
-0.377 & 0 & 0 & 0 & 1.742 & 1.668 \\
3.1428 & -3.6184 & -1.1266 & 0 & 0.7438 & 1.4813 \\
-0.1885 & 2.3271 & -0.3783 & 1.3477 & 0 & -0.0239 \\
-1.3078 & 0.4053 & 0 & 2.9388 & 4.5658 & 0.3654
\end{bmatrix},
\]
where \(y_{1,j}[k]\) is the output seen by node 1 at time-step \(k\) of the \(j\)-th run. At this point, node 1 finds that this matrix is of full column rank, and so it does not need to store any further values. However, it continues to perform the linear iterations for 2 more time-steps (for a total of \(N - 1 = 5\) time-steps), so that the observability matrix for every node in the system is guaranteed to be of full column rank.

After all \(N\) runs are complete, each node \(i\) has access to its observability matrix, and can calculate the matrix \(\Gamma_i\) satisfying \(\Gamma_i O_i L_i = I_6\). We omit the values of the \(\Gamma_i\) matrices in the interest of space. In this example, it is found that \(L_i = 2\) for all \(i\), and so all nodes can reconstruct all initial values after \(L_i + 1 = 3\) time-steps. At this point, the nodes find \(\max_i L_i = 2\) via the protocol discussed in Remark 5, and so they all agree to stop running subsequent linear iterations after \(\max_i L_i + 1 = 3\) time-steps.

Now that each node \(i\) has access to \(\Gamma_i\), it can use this matrix to reconstruct any arbitrary set of initial values. Suppose that on the next run, the initial values on the nodes are given by \(x[0] = \begin{bmatrix} -2 & 1 & 3 & -1 & 0 & 2 \end{bmatrix}'\). In order to calculate the function (14), the nodes run the linear
iteration for three time-steps. The values of the nodes over those time-steps are given by

\[
\begin{bmatrix}
x[0] & x[1] & x[2]
\end{bmatrix} =
\begin{bmatrix}
-2 & -3.823 & -10.3214 \\
1 & 4.821 & 0.1735 \\
3 & -7.238 & 11.6548 \\
-1 & -1.125 & -3.9157 \\
0 & -4.277 & -11.2704 \\
2 & 4.090 & 0.8129
\end{bmatrix}.
\]

Using the outputs of the system \(y_1[0] = E_1 x[0], y_1[1] = E_1 x[1]\) and \(y_1[2] = E_1 x[2]\), node 1 can now reconstruct the initial values as

\[
\begin{bmatrix}
y_1[0] \\
y_1[1] \\
y_1[2]
\end{bmatrix} =
\begin{bmatrix}
-2 \\
1 \\
3 \\
-1 \\
0 \\
2
\end{bmatrix}.
\]

It then substitutes these values into (14) to obtain a value of 19. All other nodes calculate the function in the same manner, and the system reaches consensus in three time-steps.

Recall from Remark 2 that a lower bound on the number of time-steps required by each node to calculate the function (14) is given by the eccentricity of that node. Since both the radius and the diameter of the graph in Fig. 3 are equal to 3, the eccentricity of every node is also equal to 3 (i.e., for every node \(i\), there is a node \(j\) at distance 3 from \(i\)), and the linear iteration achieves the lower bound in this example. In particular, no algorithm can achieve consensus in fewer than three time-steps (assuming it takes one time-step for a message to propagate along an edge), and so the linear iterative strategy is time-optimal for this network. In contrast, suppose we utilize a naive approach where all nodes send their values to a single node, which then calculates the desired function and broadcasts it back to all nodes. In the above network, this approach would require at least six time-steps (three time-steps for the central node to receive all values, and another three time-steps for the result to propagate back to all nodes).
VII. SUMMARY AND FUTURE WORK

As we have seen from our development, in any given fixed network, the nodes can calculate any function of the node values by following a linear iterative strategy with almost any choice of weights for a finite number of time-steps. We provided a specific class of weights that can be used to reach consensus on a linear functional of the values, and demonstrated that any weight matrix that provides asymptotic consensus (in time-invariant networks) also fits within this class. Finally, we showed that it is not necessary for the entire network topology to be known a priori in order to use our scheme, but that it is possible for the nodes to obtain the necessary information about the network by running the linear iteration with several different initial conditions.

There are a number of interesting directions for future research, including finding ways to choose the weight matrix to minimize the number of iterations required to calculate the desired functions, and incorporating robustness to errors in the nodes and links (including an extension to time-varying networks). We are actively pursuing these and other ideas in our research.

APPENDIX

PROOF OF THEOREM 3

Proof: Let \( R_i \) be a matrix whose rows form a basis for the row space of \( O_{i,v_i-1} \). Thus, \( R_i \) represents all linear functionals of \( x[0] \) that can be obtained from the output of the system (i.e., it completely characterizes all linear functionals that are calculable by node \( i \)). Define the matrix

\[
P_i = \begin{bmatrix}
R_i \\
T_i
\end{bmatrix},
\]

where \( T_i \) is chosen to make \( P_i \) square and invertible. If we use \( P_i \) to perform a similarity transformation on the system (3) with output \( y_i[k] = E_i x[k] \), we obtain the observable canonical form

\[
\bar{W} \equiv P_i WP_i^{-1} = \begin{bmatrix}
W_{i,o} & 0 \\
W_{i,o'} & W_{i,o}
\end{bmatrix},
\]

\[
\bar{E}_i \equiv E_i P_i^{-1} = \begin{bmatrix}
E_{i,o} & 0 \\
0 & E_{i,o'}
\end{bmatrix}.
\]

In this form, the pair \( (W_{i,o}, E_{i,o}) \) is observable, and in particular, all observable eigenvalues of the pair \( (W, E_i) \) are contained in the submatrix \( W_{i,o} \) [14], [16].
Let $\bar{C}_{i,o}$ be the matrix whose rows contain all left eigenvectors of $W_{i,o}$ corresponding to the observable eigenvalues of the pair $(W, E_i)$. Thus, we have $\bar{C}_{i,o} W_{i,o} = J_{i,o} \bar{C}_{i,o}$, where $J_{i,o}$ is the set of all Jordan blocks corresponding to observable eigenvalues of the pair $(W, E_i)$ [13], [14]. Now note that

$$
\begin{bmatrix}
\bar{C}_{i,o} & 0 \\
W_{i,o} & 0 \\
W_{i,o} & W_{i,o}
\end{bmatrix}
= J_{i,o}
\begin{bmatrix}
\bar{C}_{i,o} & 0 \\
0 & 0
\end{bmatrix}.
$$

From the definition of $\bar{W}$ in (16), we have

$$
\begin{bmatrix}
\bar{C}_{i,o} & 0 \\
0 & P_i W
\end{bmatrix} = J_{i,o}
\begin{bmatrix}
\bar{C}_{i,o} & 0 \\
0 & P_i
\end{bmatrix},
$$

and using (15), we get $\bar{C}_{i,o} R_i W = J_{i,o} \bar{C}_{i,o} R_i$. This implies that the rows of the matrix $\bar{C}_{i,o} R_i$ are the left eigenvectors of $W$ corresponding to observable eigenvalues of the pair $(W, E_i)$. Since the rows of $R_i$ form a basis for the row space of $O_{i,\nu_i - 1}$, we see that all left eigenvectors of the matrix $W$ corresponding to observable eigenvalues of the pair $(W, E_i)$ can be obtained as a linear combination of rows in $O_{i,\nu_i - 1}$, thereby completing the proof.

Remark 6: Note that the decomposition of the weight matrix $W$ in (11) has the same structure as the observable canonical form (16). The difference between the two forms is that the observable canonical form is obtained from a similarity transformation of a particular numerical weight matrix, and furthermore, the similarity transformation matrix $P_i$ does not have to be a permutation matrix. In contrast the decomposition in (11) is obtained by simply permuting the rows and columns of a structured weight matrix $W$. For a given network, the size of the matrix $W_{i,o}$ in (16) will be no larger than the size of the matrix $W_{i,S_i}$ in (11), and can be smaller for certain choices of the weight matrix.
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