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Abstract—This paper develops a robust Linear Quadratic Regulator (LQR) approach applicable to nonhomogeneous Markov jump linear systems with uncertain transition probability distributions. The stochastic control problem is investigated under two equivalent formulations, using (i) minimax optimization theory, and (ii) a total variation distance metric as a tool for codifying the level of uncertainty of the jump process. By following a dynamic programming approach, a robust optimal controller is derived, which in addition to minimizing the quadratic cost, it also restricts the influence of uncertainty. A solution procedure for the LQR problem is also proposed, and an illustrative example is presented. Numerical results indicate the applicability and effectiveness of the proposed approach.

I. INTRODUCTION

The design of optimal controllers for linear dynamical systems which are subject to abrupt changes in their operating modes, also known as Markov Jump Linear Systems (MJLS), is a fundamental problem which has received increased attention in recent years due to its wide variety of engineering applications. A popular method for designing optimal controllers for MJLS is via linear quadratic optimization theory [1], [2]. In that case, classical linear quadratic optimization methods are developed under the assumption that the Markov chain transition probabilities, used to model the jumps/transitions between the system’s different operating modes, are available and accurate, however, in practice, this might not always be the case. In real applications, the designer must cope with the problem of poor, uncertain, or even, incomplete transition probability distributions, to ensure that the optimality of the controller is not affected, and moreover that, the performance of the Linear Quadratic Regulator (LQR) controller is not compromised.

In order to tackle this problem of poor, uncertain and incomplete transition probability distributions, and to design optimal controllers, robust control theory has been developed. Good overviews of existing approaches can be found for example in [3]–[10]. Robust control approaches with incomplete and partially known transition probabilities have also received attention in [11], [12]. Note that, while most of the aforementioned work deals with homogeneous MJLS, in many practical applications, the transition probability distribution of the jump process is time-varying. Recent works which deal with non-homogeneous MJLS can be found in [13]–[15].

The main objective of this paper is to develop a new robust linear quadratic optimization approach, applicable to MJLS with time-varying uncertain transition probability distributions, and capable of capturing and restricting the influence of uncertainty on the performance of the LQR controller. Motivated by the above discussion, and by the fact that, in practice, the transition probability distribution of the jump process is only partially revealed to the designer via a pre-specified nominal transition probability distribution, in this work we investigate robust linear quadratic optimization with respect to any variation in the transition probability distribution of the MJLS. To study the effect of uncertain transition probability distributions of the jump process, we employ a total variation distance metric, and we consider some level of perturbation or deviation from the nominal distribution. In particular, we assume that the true transition probability distribution of the underlying Markov chain is not completely known, but instead is contained in a pre-specified uncertainty set, of nominal distributions.

Total variation distance is selected as a tool to codify the level of uncertainty or ambiguity, by defining uncertainty sets based on the nominal and true transition probability distributions of the jump process. The emphasis on the total variation distance to model uncertainty is motivated by its natural and intuitive application to the problem at hand. More specifically, while small values of total variation distance (values close to zero) imply that the true and the nominal transition probability distributions are close to each other, whereas, as the value of the total variation distance increases, the uncertainty becomes larger, which in turns implies that highly uncertain scenarios are taken into account. An important feature of the proposed uncertainty model is that we are allowed to assign different levels of ambiguity between the nominal and true transition probability distributions for different operating modes of the system. As it turns out, the proposed robust LQR approach (a) leads to an optimal controller with some desired robustness properties, and (b) ensures the optimal performance of the LQR controller.

The stochastic control problem under investigation presupposes:

(i) a discrete-time, stochastic control system with deterministic strategies,

(ii) a finite-state, non-homogeneous Markov process, which is used to describe the transitions/jumps between the system’s different operating modes,

(iii) an uncertainty or ambiguity set of the class of true, time-varying, transition probability distributions of the Markov process, described by a ball with respect to the
The stochastic control problem is formulated using minimax optimization theory, in which the control aims to minimize the cost, while the transition probability distributions, from the total variation uncertainty set, aim to maximize it. A dynamic programming approach is used to derive a robust optimal control policy, a maximizing, time-varying, transition probability distribution, and an explicit expression for the optimal cost. Furthermore, an equivalent formulation of the robust LQR problem is derived. This equivalent formulation is rather informative, since it includes terms that are related to the level of uncertainty in distribution, and codify the impact of incorrect distributions on the performance of the LQR controller.

The remainder of the paper is organized as follows. The robust LQR problem is formulated in Section II. The solution of the robust LQR problem is given in Section III, where an LQR procedure is also proposed. In Section IV an equivalent formulation of the robust LQR problem is derived. In Section V a numerical example is presented to illustrate the behavior of the proposed solution. Finally, in Section VI concluding remarks are given.

II. PROBLEM FORMULATION

A. Uncertain Jump Linear System

Consider a discrete-time stochastic control system, defined on filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_k\}_{k \geq 0}, \mathbb{P})\), with linear state dynamics

\[
\begin{align*}
    x_{k+1} &= A_k(\theta_k)x_k + B_k(\theta_k)u_k + M_k(\theta_k)w_k \\
    x_0 &= x, \quad \theta_0 = i
\end{align*}
\]

modulated by a finite-state, time-varying, Markov chain \(\{\theta_k, k \geq 0\} \in \Theta = \{1, 2, \ldots, n_\theta\}\). Here, \(x_k \in \mathcal{X}_k \triangleq \mathbb{R}^n\), \(u_k \in \mathcal{U} \triangleq \mathbb{R}^m\) are the state and control processes, respectively, and \(w_k \in \mathcal{W} \triangleq \mathbb{R}^m\) is a sequence of independent identically distributed (i.i.d.) random vectors with known probability distribution having zero mean and covariance \(\Sigma_w \geq 0\). As usual, we impose the following assumption on the basic random variables.

Assumption 2.1: The basic random variables

1) \(x_0, w_0, w_1, \ldots\) are mutually independent.
2) the sequence \(\{\theta_0, \theta_1, \ldots\}\) is independent with the sequence \(\{x_0, w_0, w_1, \ldots\}\).

For each \(\theta_k = \theta \in \Theta\), the real-valued matrices \(A_k(\theta) \in \mathbb{R}^{n \times n}\), \(B_k(\theta) \in \mathbb{R}^{n \times m}\) and \(M_k(\theta) \in \mathbb{R}^{n \times n}\) are assumed to have bounded and measurable entries for all \(k\). The joint distribution of the Markov chain \(\{\theta_k, k \geq 0\}\) is generated from a non-homogeneous, transition probability distribution

\[
    p_{ij}(k) \triangleq P_k(\theta_{k+1} = j|\theta_0 = i, \ldots, \theta_k = i) = P_k(\theta_{k+1} = j|\theta_k = i) \tag{2}
\]

where \(p_{ij}(k) \geq 0, \forall i, j \in \Theta, \) and \(\sum_{j \in \Theta} p_{ij}(k) = 1, \forall i, k\).

The jump process \(\{\theta_k, k \geq 0\}\) that modulates the dynamical system (1), is generated from the transition probability distribution (2), and will be used to describe the jumps/transitions between the system’s different operating modes.

The set of control policies, denoted by \(g\), is the set of measurable Markov feedback control policies \(g \in \mathcal{G}\). For the construction of \(u_k\), we suppose that at any time \(k\) the controller has available information about \(x_k\) and \(\theta_k\). It should be mentioned that, while \(\{x_k\}\) is not a Markov process, the pair \(\{x_k, \theta_k\}\) is a Markov process conditional on the control process. Then, for any \(g \in \mathcal{G}\), the closed-loop stochastic control system is given by

\[
x_{k+1}^g = A_k(\theta_k)x_k^g + B_k(\theta_k)g_k(x_k^g, \theta_k) + M_k(\theta_k)w_k
\]

with the control law \(g \in \mathcal{G}\) and the associated control process related by \(u_k = g_k(x_k, \theta_k)\), where \(g_k(\cdot, \cdot)\) is measurable, and \(u \in \mathcal{U}_{[0,N-1]}\) with \(\mathcal{U}_{[0,N-1]} \triangleq \{u_k = g_k(x_k, \theta_k) \in \mathcal{U} : \mathbb{E}\sum_{k=0}^{N-1} |u_k|^2 < \infty\}\). Note that, for the rest of the paper, the super index \(g\) will be omitted.

B. Uncertainty or Ambiguity Set of Markov Chain

In this work, we consider the realistic scenario in which the transition probability distribution \(p_{ij}(k)\) of the Markov chain \(\{\theta_k, k \geq 0\}\) is not known exactly. We model the uncertainty set of all possible, time-varying, transition probability distributions \(p_{ij}(k)\), by a ball centered around a nominal transition probability distribution \(p_{ij}^0\), with respect to a total variation distance metric\(^1\).

Toward this end, we define the set of transition probability distributions on \(\Theta\) by

\[
    \mathbb{P}_k(\Theta|i) \triangleq \{p_{ij}(k) : p_{ij}(k) \geq 0, j = 1, \ldots, n_\theta, \sum_{j \in \Theta} p_{ij}(k) = 1\}, \quad i \in \Theta, \ k = 0, 1, \ldots, N - 1.
\]

The uncertainty or ambiguity set of all possible, time-varying, transition probability distributions is defined by

\[
    \mathbb{P}_k(i) \triangleq \{p_{ij}(k) \in \mathbb{P}_k(\Theta|i) : \sum_{j \in \Theta} |p_{ij}(k) - p_{ij}^0| \leq R_{TV}(i)\}, \quad R_{TV}(i) \in [0, 2], \quad \forall i \in \Theta, \ k = 0, 1, \ldots, N - 1, \tag{3}
\]

where \(p_{ij}^0\) is the nominal, time-invariant, transition probability distribution, and \(R_{TV}(i), \) \(i \in \Theta,\) is the total variation distance parameter. In general, the total variation distance parameter can also depend on time, i.e., \(R_{TV}(i, k), i \in \Theta, k = 0, 1, \ldots, N - 1\).

The uncertainty or ambiguity set (3) also accounts for scenarios in which \(R_{TV}(i) \neq R_{TV}(j), i, j \in \Theta\). This means that it is possible to assign different uncertainty levels, between the nominal transition probability distribution and the true time-varying transition probability distribution of the jump process \(\theta_k, k \geq 0\), for different operating modes of the system. This feature of (3) is of practical importance and can find applications in cases in which we are faced with the challenging problem of specifying the transition probability distribution of the system under all its different operating modes. To appreciate this, as an example, consider a control system with two operating modes, i.e., a fault-free operating\(^1\).

\(^1\)In the proposed approach, time-varying, nominal transition probability distributions can also be used.
mode and a faulty operating mode. While one can argue that specifying the transition probability distribution of the system when it operates on its fault-free mode is relatively easy, this is not the case when the system operates on the faulty mode.

Moreover, since the total variation distance metric is a true distance metric between probability distributions which are not absolutely continuous, it can be defined on spaces of different dimensionality. This property of the total variation distance metric is useful in cases where the nominal model is a simplified version of the true model, and hence, defined on a lower dimensional space. This issue is discussed in more detail in the following example.

**Example 2.2:** Consider a true stochastic control system with three operating modes defined on $\Theta$, and a corresponding nominal stochastic control system with two operating modes defined on $\Theta^0 \subseteq \Theta$. It is clear that, the true stochastic control system will have a time-varying transition probability distribution

$$p_{ij}(k) = \begin{pmatrix} p_{11} & p_{12} & p_{13} \\ p_{21} & p_{22} & p_{23} \\ p_{31} & p_{32} & p_{33} \end{pmatrix}, \quad \text{with } n_{\Theta} = 3$$

while the corresponding nominal transition probability distribution of the Markov chain for (1), will be given by

$$p^0_{ij} = \begin{pmatrix} p^0_{11} & p^0_{12} & p^0_{13} \\ p^0_{21} & p^0_{22} & p^0_{23} \end{pmatrix}, \quad \text{with } n_{\Theta^0} = 2.$$ 

By applying function extension, one may lift the nominal transition probability distribution $p^0_{ij}$ to $\Theta$ by simply relabeling the extended distribution as the nominal distribution with the property that $\tilde{p}_{ij} = p^0_{ij}$, $\forall(i,j) \in \Theta^0 \times \Theta^0$, and $\tilde{p}_{ij} = 0$, $\forall(i,j) \in \Theta \times \Theta \setminus \Theta^0 \times \Theta^0$, i.e.,

$$
\begin{pmatrix}
\tilde{p}_{11} & \tilde{p}_{12} & 0 \\
\tilde{p}_{21} & \tilde{p}_{22} & 0 \\
0 & 0 & 0
\end{pmatrix}.
$$

Hence, it follows that the uncertainty set $\mathbb{B}_k(i)$, defined by (3), now includes transition probability distributions with the same cardinality, both defined on $\Theta$. The natural question which arises here is on how to select the values of $\tilde{p}_{ij}$. Since no knowledge exists, one can choose the values of $\tilde{p}_{ij}$ arbitrarily so that $\tilde{p}_{ij} = p^0_{ij}$, and $\sum_{j \in \Theta} \tilde{p}_{ij} = 1$. However, in this case the designer must set $R^{TV}(3)$ in (3) to its maximum allowable value.

Even though in this work we deal with the case $n_{\Theta^0} = n_{\Theta}$, in general, the uncertainty model based on total variation distance metric can be applied when $n_{\Theta^0} \leq n_{\Theta}$. Such cases, together with the fact that when a system operates under a new unmodelled mode, under which the dynamics, inputs, and noise matrices are unknown to the designer, will be subject to future investigation.

In the literature of homogeneous MJLS, the transition probability distribution of the jump process is commonly assumed to be time-invariant. The difference between the results from the literature and those presented here is that we consider the situation where the (true) transition probability distribution of the jump process depends also on time (i.e., we deal with time-varying distributions), a property which arises naturally due to the behavior of the proposed solution.

The uncertainty or ambiguity model (3) relies on the availability of a pre-specified "nominal" transition probability distribution based on the planner’s prior information. In particular, such nominal distributions are often our best guess and contain valuable information about the transitions of the Markov chain. However, since dynamic programming as a solution method for stochastic optimal control problems involves conditional expectation with respect to the collection of Markov chain transition probability distributions, any uncertainty in these distributions affects the optimality of the policies. Thus, the following minimax stochastic control problem is formulated.

**C. Minimax Formulation**

For fixed initial data $x_0 = x$ and $\theta_0 = i$, define the $N$-stage expected cost by

$$J_N(g,p(k) : k = 0, \ldots, N-1) \triangleq \mathbb{E}^{\rho \cdot p}_{x,i} \left[ \sum_{k=0}^{N-1} \left( x_k^T Q_k(\theta_k) x_k + u_k^T R_k(\theta_k) u_k + x_N^T Q_N(\theta_N) x_N \right) \right]$$ (4)

where $\mathbb{E}^{\rho \cdot p}[:]$ indicates the dependence of the expectation operation on policy $g \in G$, and induced by a transition probability $p^\bullet(k) \in \mathbb{B}_k(i)$, $\forall(i,j) \in \Theta^0 \times \Theta^0$, and $\tilde{p}_{ij} = 0$, $\forall \in \Theta \times \Theta \setminus \Theta^0 \times \Theta^0$, i.e.,

$$
\begin{pmatrix}
\tilde{p}_{11} & \tilde{p}_{12} & 0 \\
\tilde{p}_{21} & \tilde{p}_{22} & 0 \\
0 & 0 & 0
\end{pmatrix}.
$$

In the next section, the solution of the robust LQR problem (5) is provided, and an LQR procedure is proposed.

**III. Solution of the Robust LQR Problem**

In this section, we follow a dynamic programming approach to solve the minimax stochastic control problem (5). In particular, we provide the solution of the inner optimization, and subsequently, we compute the optimal cost and the optimal policy for the outer optimization. Finally, we derive an LQR procedure for the numerical solution of (5).

**A. Minimax Dynamic Programming**

For $(k, x, i) \in \{0, 1, \ldots, N\} \times \mathcal{X} \times \Theta$ let $V_k(x, i)$ denote the minimal cost-to-go or value function on the time horizon $\{k, k+1, \ldots, N\}$, given an optimal policy $g^*_k(\cdot)$, $t = 0, \ldots, k-1$, and optimal policy $p^\bullet(t)$, $t = 0, \ldots, k-1$, such that (3) holds, defined by

$$V_k(x, i) = \min_{u \in \mathcal{U}_{[k, N-1]}(x, i)} \max_{x_{k+1}, \ldots, x_N} \mathbb{E}^{\rho \cdot p}_{x,i} \left[ \sum_{t=k}^{N-1} \left( x_t^T Q_t(\theta_t) x_t + u_t^T R_t(\theta_t) u_t + x_N^T Q_N(\theta_N) x_N \right) \right]$$ (6)

where $\mathcal{U}_{[k, N-1]}(x, i)$ denotes the set of admissible control inputs at time $t$ and $\mathbb{E}^{\rho \cdot p}[:]$ indicates the dependence of the expectation operation on policy $g \in G$, and induced by a transition probability $p^\bullet(k) \in \mathbb{B}_k(i)$, defined as in (3), $\tilde{p}_{ij} = p^0_{ij}$, $\forall(i,j) \in \Theta^0 \times \Theta^0$, and $\tilde{p}_{ij} = 0$, $\forall \in \Theta \times \Theta \setminus \Theta^0 \times \Theta^0$. The natural question which arises here is on how to select the values of $\tilde{p}_{ij}$. Since no knowledge exists, one can choose the values of $\tilde{p}_{ij}$ arbitrarily so that $\tilde{p}_{ij} = p^0_{ij}$, and $\sum_{j \in \Theta} \tilde{p}_{ij} = 1$. However, in this case the designer must set $R^{TV}(3)$ in (3) to its maximum allowable value.

Even though in this work we deal with the case $n_{\Theta^0} = n_{\Theta}$, in general, the uncertainty model based on total variation distance metric can be applied when $n_{\Theta^0} \leq n_{\Theta}$. Such cases, together with the fact that when a system operates under a new unmodelled mode, under which the dynamics, inputs, and noise matrices are unknown to the designer, will be subject to future investigation.

In the literature of homogeneous MJLS, the transition probability distribution of the jump process is commonly assumed to be time-invariant. The difference between the results from the literature and those presented here is that we consider the situation where the (true) transition probability distribution of the jump process depends also on time (i.e., we deal with time-varying distributions), a property which arises naturally due to the behavior of the proposed solution.
where $\mathbb{E}_{x,i}^{\theta}[\cdot]$ denotes conditional expectation given that $x_k^g = x$ and $\theta_k = i$ with $x,i$ fixed. The dynamic programming algorithm gives [16]

$$
V_N(x_N, \theta_N) = x^T Q_N(\theta_N) x_N
$$

(7a)

$$
V_k(x, i) = \min_{u_k \in \mathcal{U}_k, p_k(\cdot) \in \mathcal{B}_k(i)} \mathbb{E}_{x,i}^{\theta} \left[ x^T Q_k(i) x + u_k^T R_k(i) u_k + V_{k+1}(x_{k+1}, \theta_{k+1}) \right], \quad x \in \mathcal{X}, \ k = N - 1, \ldots, 0. \tag{7b}
$$

Notice that (7) relates the value function $V_k(\cdot)$ and $V_{k+1}(\cdot)$ for all $k = N - 1, \ldots, 0$, and generates $V_N(\cdot), V_{N-1}(\cdot), \ldots, V_0(\cdot)$ by backward recursion. By deriving the basic steps of the proof of the maximizing and minimizing elements in (7), we shall show by backward induction that the solution is of the following form

$$
V_k(x, i) = x^T P_k(i) x + r_k(i)
$$

(8)

for some matrices $P_k(\cdot) \geq 0$, and scalars $r_k(i) \geq 0$, $i \in \Theta$.

1) Preliminary step 1: Clearly, the induction hypothesis in (8) is true for $k = N$ with $P_N(i) = Q_N(i)$ and $r_N(i) = 0$, $i \in \Theta$. Then $P_N(i) = P_N(i)^T \geq 0$, $i \in \Theta$ and $V_N(x, i) = x^T P_N(i) x + r_N(i)$. Suppose that for $t = k + 1, k + 2, \ldots, N$, $P_t(i) = P_t(i)^T \geq 0$ and $V_t(x, i) = x^T P_t(i) x + r_t(i)$. It will be shown that then $V_k(x, i) = x^T P_k(i) x + r_k(i)$, where $P_k(i) = P_k(i)^T \geq 0$ and $r_k(i) \geq 0$. Toward this end, we re-write (7b) as follows

$$
V_k(x, i) = \min_{u_k \in \mathcal{U}_k} \left\{ x^T Q_k(i) x + u_k^T R_k(i) u_k + \mathbb{E}_{x,i}^{\theta} [V_{k+1}(x_{k+1}, \theta_{k+1})] \right\}.
$$

(9)

Further, (9) may be expressed as follows

$$
V_k(x, i) = \min_{u_k \in \mathcal{U}_k} \left\{ x^T Q_k(i) x + u_k^T R_k(i) u_k + \max_{p_k(\cdot) \in \mathcal{B}_k(i)} \mathbb{E}_{x,i}^{\theta} [V_{k+1}(x_{k+1}, \theta_{k+1})] \right\}.
$$

(10)

where $p_{ij}(k) = P(\theta_{k+1} = j|\theta_k = i)$. Next, let us define the sequence

$$
\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \triangleq \min_{\theta_{k+1} \in \Theta} \{ V_{k+1}(x_{k+1}, \theta_{k+1}) \}.
$$

(11)

and its corresponding sets of states that achieve the maximum and minimum values of $\ell_k(x_k, \theta_k, \theta_{k+1}, u_k)$ by

$$
\Theta^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \triangleq \{ \theta_{k+1} \in \Theta : \ell_k(x_k, \theta_k, \theta_{k+1}, u_k) = \ell_{\max,k}(x_k, \theta_k, \theta_{k+1}, u_k) \} \tag{13}
$$

$$
\Theta_0^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \triangleq \{ \theta_{k+1} \in \Theta : \ell_k(x_k, \theta_k, \theta_{k+1}, u_k) = \ell_{\min,k}(x_k, \theta_k, \theta_{k+1}, u_k) \}. \tag{14}
$$

For all remaining sequences, such that $\Theta^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \subset \Theta$, and for $1 \leq r \leq |\Theta| \setminus (\Theta^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \cup \Theta_0^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k))$, define recursively the set of states for which (11) achieves its $(j+1)$st smallest value by

$$
\Theta_j^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \triangleq \{ \theta_{k+1} \in \Theta : \ell_k(x_k, \theta_k, \theta_{k+1}, u_k) = \min \{ \ell_k(x_k, \theta_k, \theta_{k+1}, u_k) : \theta_{k+1} \in \Theta \setminus (\Theta^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \cup \bigcup_{j' = 1}^{j-1} \Theta_j^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \} \}, \ j \in \{1, 2, \ldots, r\}. \tag{15}
$$

til all the elements of $\Theta$ are exhausted. Further, we define the corresponding values of the sequence on these sets by

$$
\ell_{\Theta_j,k}(x_k, \theta_k, \theta_{k+1}, u_k) \triangleq \min_{\theta_{k+1} \in \Theta \setminus (\Theta^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \cup \bigcup_{j' = 1}^{j-1} \Theta_j^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k))} \ell_k(x_k, \theta_k, \theta_{k+1}, u_k).
$$

Notice that $\Theta^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k)$ is the set of $\theta_{k+1} \in \Theta$, for which $\ell_k(x_k, \theta_k, \theta_{k+1}, u_k)$ achieves the function’s maximum value. The set $\Theta^\ell_k(x_k, \theta_k, \theta_{k+1})$ may contain a single element, i.e., its cardinality $|\Theta^\ell_k(x_k, \theta_k)| = 1$, or may contain multiple elements, i.e., $|\Theta^\ell_k(x_k, \theta_k)| > 1$. Similarly, $\Theta_j^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k)$, $j \in \{1, 2, \ldots, r+1\}$, is the set of $\theta_{k+1} \in \Theta$, for which $\ell_k(x_k, \theta_k, \theta_{k+1}, u_k)$ achieves the function’s $(j)$th minimum value. Again, $|\Theta_j^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k)| = 1$, or $|\Theta_j^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k)| > 1$. In this work, we provide the solution for the general case, i.e., $|\Theta^\ell_k(x_k, \theta_k)| \geq 1$, and $|\Theta_j^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k)| \geq 1$ for all $j \in \{1, 2, \ldots, r+1\}$. The solution for the case $|\Theta^\ell_k(x_k, \theta_k)| = 1$, and $|\Theta_j^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k)| = 1$ for all $j \in \{1, 2, \ldots, r+1\}$, can be found in [17].

Let $\mathcal{P}(k, \theta_k)$ denote the identified partition of $\Theta$, in the sense of (13)–(15). For example, $\mathcal{P}(k, \theta_k) \triangleq \{ \Theta^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k), \Theta_0^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k), \ldots, \Theta_r^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \}$. For notational convenience, also let

$$
\ell_k(x_k, \theta_k, \theta_{k+1} \in \Theta^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k), \ u_k \triangleq \ell_{\max,k}(x_k, \theta_k, \theta_{k+1}, u_k),
$$

$$
\ell_k(x_k, \theta_k, \theta_{k+1} \in \Theta_0^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k), \ u_k \triangleq \ell_{\min,k}(x_k, \theta_k, \theta_{k+1}, u_k),
$$

$$
\ell_k(x_k, \theta_k, \theta_{k+1} \in \Theta_j^\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \triangleq \ell_{\Theta_j,k}(x_k, \theta_k, \theta_{k+1}, u_k).
$$
for all \( j = 1, \ldots, r \). In what follows, the notation \( \mathbb{E}_P^P[\cdot] \) will be used to denote expectation with respect to the transition probability distribution \( p_{ij}(k) \), over the identified partition \( \mathcal{P}(k, \theta_k) \), i.e., for any function \( f_k \) of \( \theta_{k+1} \in \Theta 
abla \)

\[
\mathbb{E}_P^P[f_k(\theta_{k+1})] \triangleq f_k(\theta_{k+1} \in \Theta^0(k, \theta_k)) \sum_{j \in \Theta^0(k, \theta_k)} p_{ij}(k)
+ f_k(\theta_{k+1} \in \Theta_0(k, \theta_k)) \sum_{j \in \Theta_0(k, \theta_k)} p_{ij}(k)
+ \sum_{s=1}^r f_k(\theta_{k+1} \in \Theta_s(k, \theta_k)) \sum_{j \in \Theta_s(k, \theta_k)} p_{ij}(k).
\]

Intuitively, the solution of the maximization in (10) is obtained by identifying the partition of the state-space of the jump process \( \{\theta_k, k \geq 0\} \) into disjoint sets \( \{\Theta^0(k, \theta_k), \Theta_0(k, \theta_k), \Theta_1(k, \theta_k), \ldots, \Theta_r(k, \theta_k)\} \), and the measures on this partition. As the next Theorem 3.1 shows, the solution is based on finding upper and lower bounds which are achievable and closed-form expressions of the measures which achieve those bounds. The next result characterizes the solution of the maximization in (10).

**Theorem 3.1:** Define the sequence \( \ell_{k}(x_k, \theta_k, \theta_{k+1}) \) as in (11). The solution of the inner optimization in (10) is given by

\[
\sum_{j \in \Theta} \ell_k(x_k = x, \theta_k = i, \theta_{k+1} = j, uk) p^*_j(k) = \ell_k(x_k, \theta_k, \theta_{k+1} = i, uk) \sum_{j \in \Theta(i, k)} p^*_j(k)
+ \ell_k(x_k, \theta_k, \theta_{k+1} = i, uk) \sum_{j \in \Theta_0(i, k)} p^*_j(k)
+ \sum_{s=1}^r \ell_k(x_k, \theta_k, \theta_{k+1} = i, uk) \sum_{j \in \Theta_s(i, k)} p^*_j(k).
\]

The maximizing, time-varying, transition probability distribution \( p^*_j(k) \in \mathbb{B}_k(i) \), for any \( \theta_k = i \in \Theta \) and \( k = 0, 1, \ldots, N - 1 \) is given by

\[
\sum_{j \in \Theta(i, k)} p^*_j(k) = \sum_{j \in \Theta_0(i, k)} p^*_j(k) + \frac{\alpha_i}{2},
\]

\[
\sum_{j \in \Theta_0(i, k)} p^*_j(k) = \left( \sum_{j \in \Theta_0(i, k)} p^*_j(k) - \frac{\alpha_i}{2} \right)^+,
\]

\[
\sum_{j \in \Theta_s(i, k)} p^*_j(k) = \left( \sum_{j \in \Theta_s(i, k)} p^*_j(k) - \frac{\alpha_s - \sum_{z=1}^s \sum_{j \in \Theta_{s-1}(i, k)} p^*_j(k)}{2} \right)^+.
\]

\[
\alpha_s = \min \left\{ R_{TV}(i), 2(1 - \sum_{j \in \Theta(i, k)} p^*_j(k)) \right\}
\]

where for convenience we denote \((x)^+ \triangleq \max\{0, x\}\).

**Proof:** By preliminary steps 1 and 2, then it is verified that the above statement follows from [18], [19], by repeating the derivation.

**Remark 3.2:** The main feature of (17) is its explicit characterization via a water-filling solution with respect to the nominal transition probability distribution of the jump process \( \{\theta_k, k \geq 0\} \) and the total variation distance design parameter, \( R_{TV}(i), i \in \Theta \). At this point, it should also be emphasized that between different operatong modes of the MJLS, the partition of the state-space \( \Theta \) may vary with time. Consequently, the maximizing transition probability distribution of the jump process also depends on time, as shown in Theorem 3.1. In any case, the optimal partition of the state-space of the jump process is obtained as part of the water-filling solution.

Next, we provide the solution of the outer optimization in (10).

**B. Solution of the Outer Optimization Problem**

Substituting (8) into (12), we obtain

\[
x^T P_k(i)x + r_k(i) = \min_{u_k \in U} \left\{ x^T Q_k(i)x + u_k^T R_k(i)u_k + \sum_{\theta_{k+1} \in \Theta} \ell_k(x, i, \theta_{k+1}, u_k) p^*_j(k) \right\}.
\]

Going a step further, using (11), and also the fact that

\[
\ell_k(x_k, \theta_k, \theta_{k+1} = i, \Theta(i, k)) = x^T_k A^T_k(\theta_k) P_{k+1}(\theta_{k+1} = i) x_k + u^T_k B^T_k(\theta_k) P_{k+1}(\theta_{k+1} = i) B_k(\theta_k) u_k
+ 2x^T_k A^T_k(\theta_k) P_{k+1}(\theta_{k+1} = i) B_k(\theta_k) u_k
+ E_{uk}[w^T M^T_k(\theta_k) P_{k+1}(\theta_{k+1} = i) M_k(\theta_k) u_k] + r_{k+1}(\theta_{k+1} = i, \Theta(i, k))
\]

and, similarly for \( \ell_k(x_k, \theta_k, \theta_{k+1} = i, \Theta(i, k)) \) for all \( s = 0, 1, \ldots, r \), then we can re-write (18) as follows

\[
x^T P_k(i)x + r_k(i) = \min_{u_k \in U} \left\{ x^T Q_k(i)x + u_k^T R_k(i)u_k
+ x^T A_k^T(\theta_k) \mathbb{E}_P^P_{\theta_k}(P_{k+1}(\theta_{k+1} = i)) A_k(\theta_k) x_k
+ u_k^T B_k^T(\theta_k) \mathbb{E}_P^P_{\theta_k}(P_{k+1}(\theta_{k+1} = i)) B_k(\theta_k) u_k
+ 2x^T A_k^T(\theta_k) \mathbb{E}_P^P_{\theta_k}(P_{k+1}(\theta_{k+1} = i)) B_k(\theta_k) u_k
+ E_{uk}[w^T M_k^T(\theta_k) P_{k+1}(\theta_{k+1} = i) M_k(\theta_k) u_k] + \mathbb{E}_P^P_{\theta_k}(r_{k+1}(\theta_{k+1} = i)) \right\}
\]

where \( \mathbb{E}_P^P_{\theta_k}(\cdot) \) denotes expectation with respect to the maximizing transition probability distribution \( p^*_j(k) \in \mathbb{B}_k(i), \forall i \in \Theta \), over the identified partition \( \mathcal{P}(k, \theta_k) \), as given in (17). Differentiating the right-side of (20) with respect to \( u_k \), and setting the derivative equal to zero, we obtain

\[
2R_k(i) u_k + 2B_k^T(i) \mathbb{E}_P^P_{\theta_k}(P_{k+1}(\theta_{k+1} = i)) B_k(i) u_k
+ 2B_k^T(i) \mathbb{E}_P^P_{\theta_k}(P_{k+1}(\theta_{k+1} = i)) A_k(i) x = 0.
\]

Hence,

\[
u^*_k = -L_k(i) x_k, \text{ for } \theta_k = i
\]

with

\[
L_k(i) = \left( R_k(i) + B_k^T(i) \mathbb{E}_P^P_{\theta_k}(P_{k+1}(\theta_{k+1} = i)) B_k(i) \right)^{-1}
\times B_k^T(i) \mathbb{E}_P^P_{\theta_k}(P_{k+1}(\theta_{k+1} = i)) A_k(i).
\]
\[ x^T P_k(i) x + r_k(i) = x^T \left( Q_k(i) + L_k^T(i) R_k(i) L_k(i) \right) + A_k^T(i) \mathbb{E} P_k(i) [P_{k+1}(\theta_k+1) A_k(i)] + L_k^T(i) B_k(i) \mathbb{E} P_k(i) [P_{k+1}(\theta_k+1) B_k(i)] L_k(i) - 2 A_k^T(i) \mathbb{E} P_k(i) [P_{k+1}(\theta_k+1) A_k(i)] B_k(i) \mathbb{E} P_k(i) [P_{k+1}(\theta_k+1) B_k(i)] L_k(i) + \mathbb{E} P_k(i) \left[ \mathbb{E} w_k [w_k^T M_k^T(i) P_{k+1}(\theta_k+1) M_k(i) w_k] \right] + r_{k+1}(\theta_k+1) \] 

Hence, it follows that \( V_k(x, i) = x^T P_k(i) x + r_k(i) \), with 

\[ P_k(i) = Q_k(i) + L_k^T(i) \left( R_k(i) + B_k(i) \mathbb{E} P_k(i) [P_{k+1}(\theta_k+1) B_k(i)] L_k(i) \right) - 2 A_k^T(i) \mathbb{E} P_k(i) [P_{k+1}(\theta_k+1) A_k(i)] B_k(i) \mathbb{E} P_k(i) [P_{k+1}(\theta_k+1) B_k(i)] L_k(i) + \mathbb{E} P_k(i) \left[ \mathbb{E} w_k [w_k^T M_k^T(i) P_{k+1}(\theta_k+1) M_k(i) w_k] \right] + r_{k+1}(\theta_k+1) \] 

and 

\[ r_k(i) = \mathbb{E} P_k(i) \left[ \mathbb{E} w_k [w_k^T M_k^T(i) P_{k+1}(\theta_k+1) M_k(i) w_k] \right] + r_{k+1}(\theta_k+1) \] 

where \( r_N(i) = 0 \). In (23) the second equality follows by (22), while in (24), \( \text{tr}(\cdot) \) denotes the trace of a matrix, and \( \Sigma_w \triangleq \mathbb{E}[w_k w_k^T] \) is the covariance matrix of \( w_k \). Finally, from (8) it follows that \( V_0(x, i) = x^T P_0(i) x + r_0(i) \), with 

\[ r_0(i) = \sum_{k=0}^{N-1} \text{tr} \left( M_k^T(i) \mathbb{E} P_k(i) [P_{k+1}(\theta_k+1) M_k(i) \Sigma_w] \right). \]

Remark 3.3: A special property of the proposed solution is that the feedback gain matrices (22), and the Riccati equations (23), (24), in contrast to the classical LQR results (e.g., see [4]), are calculated using the maximizing transition probability distribution, based on uncertainty model (3) (i.e., they depend on the specified total variation distance between the nominal and the true transition probability distribution of the jump process \( \{\theta_k, k \geq 0\} \)). Notice that, for \( R_T(i) = 0 \), \( \forall i \in \Theta \), the nominal transition probability distribution \( p^0 \) is equal to the maximizing transition probability distribution \( p^*_k(k) \), \( \forall k = 0, 1, \ldots, N - 1 \). Consequently, the minimax stochastic control problem reduces to the classical one with a known solution given by (21), (23), and (24), calculated using the nominal transition probability distribution. Moreover, an attractive aspect of the solution of the minimax stochastic control problem under investigation is that the optimal control law (21) preserves its linearity similarly to the classical case.

Below we state the main theorem of this work which summarizes the previous discussion and results.

**Theorem 3.4:** Assume that the assumptions of Section II hold. Then, for the solution of the minimax stochastic control problem (5), the following hold.

(a) The solution of the dynamic programming equation (7) is 

\[ V_k(x, i) = x^T P_k(i) x + r_k(i) \] 

for some matrices \( P_k(i) \geq 0 \), and constants \( r_k(i) \geq 0, i \in \Theta \). The optimal control is given by 

\[ u_k^*(x, i) = -L_k(i) x_k, \quad \text{for } \theta_k = i \] 

where the feedback gain matrices \( L_k(i) \) are given by (22), and the Riccati equations are calculated backwards in time as follows:

\[ P_k(i) = Q_k(i) + A_k^T(i) \mathbb{E} p^*_k(i) [P_{k+1}(\theta_k+1) A_k(i)] - A_k^T(i) \mathbb{E} p^*_k(i) [P_{k+1}(\theta_k+1) B_k(i)] L_k(i), \]

\[ P_N(i) = Q_N(i), \quad i \in \Theta, \quad k = N - 1, N - 2, \ldots, 0. \]

The optimal cost for the minimax problem is given by 

\[ J^* = \mathbb{E} g^r \cdot p^r [V_0(x_0, \theta_0)] = \mathbb{E} g^r \cdot p^r [x_0^T P_0(\theta_0) x_0 + r_0(\theta_0)], \] 

with \( r_0(i) \) given by (25).

(b) The maximizing, time-varying, transition probability distribution \( p^*_k(k) \in \mathbb{E}_k(i), i \in \Theta, k = 0, 1, \ldots, N - 1 \), is given by (17), with the corresponding support sets calculated by (13)–(15).

Proof: Part (a) of Theorem 3.4 follows from the results derived in Sections III-A1 and III-B. Part (b) follows from the results derived in Section III-A2.

In the next section, we derive an LQR procedure for the numerical solution of the robust LQR problem.

### C. LQR Procedure

As we have already mentioned, part (a) of Theorem 3.2 is to be calculated using the maximizing, time-varying, transition probability distribution of the jump process \( \{\theta_k, k \geq 0\} \). The main difficulty in doing so is that, while the Riccati equations are obtained offline and moving backward in time, the maximizing transition probability distribution of the jump process is obtained online and moving forward in time. To overcome this difficulty, in Algorithm 1 we provide the necessary steps to be followed in order to obtain the solution of the robust LQR problem.

In summary, the solution is obtained by following a three-step procedure. During the initialization step, the feedback gain matrices and the Riccati equations are calculated using the nominal transition probability distribution of the jump process. Then, by utilizing the feedback gain matrices and the Riccati equations, obtained under the nominal transition probability distribution, step 1 calculates the maximizing transition probability distribution online and forward in time. In step 1(a), we utilize the fact that \( \ell_k(x, \theta_k, \theta_{k+1}, u_k) \) is to be calculated...
for all possible combinations of the pair \((\theta_k, \theta_{k+1})\). Hence, by substituting \(u_k = -L_k(\theta_k)x_k\) back in (11) we obtain

\[
\ell_k(x_k, \theta_k, \theta_{k+1}, u_k) = x_k^T \left\{ A_k^T(\theta_k)P_{k+1}(\theta_{k+1})A_k(\theta_k) \\
+ L_k^T(\theta_k)B_k^T(\theta_k)P_{k+1}(\theta_{k+1})B_k(\theta_k)L_k(\theta_k) \\
- 2A_k^T(\theta_k)P_{k+1}(\theta_{k+1})B_k(\theta_k)L_k(\theta_k) \right\} x_k \\
+ \mathbb{E}_{u_k}[w_k^T M_k^T P_{k+1}(\theta_{k+1}) M_k w_k] + r_{k+1}(\theta_{k+1}) \\
= x_k^T S_k(\theta_k, \theta_{k+1})x_k + \mathbb{E}_{u_k}[w_k^T M_k^T P_{k+1}(\theta_{k+1}) M_k w_k] \\
+ r_{k+1}(\theta_{k+1}) \\
:= \ell_k(x_k, \theta_k, \theta_{k+1})
\] (29)

where

\[
S_k(\theta_k, \theta_{k+1}) = A_k^T(\theta_k)P_{k+1}(\theta_{k+1})A_k(\theta_k) \\
+ L_k^T(\theta_k)B_k^T(\theta_k)P_{k+1}(\theta_{k+1})B_k(\theta_k)L_k(\theta_k) \\
- 2A_k^T(\theta_k)P_{k+1}(\theta_{k+1})B_k(\theta_k)L_k(\theta_k).
\]

Finally, in step 2 we apply the obtained maximizing transition probability distribution to update the solution by repeating the calculations of the feedback gain matrices, the Riccati equations, and the optimal controller.

In the next section, we give an alternative characterization of Theorem 3.1, which subsequently will be used to present an equivalent formulation of (10). This equivalent formulation of (10), will help us arrive at an intuitive interpretation of ambiguity model (3), and codify the impact of uncertain MJLS on the performance of the LQR controller.

IV. EQUIVALENT FORMULATION OF THE ROBUST LQR PROBLEM

The main result of this section is Theorem 4.1, which utilizes Theorem 3.1 to derive an equivalent solution of the robust LQR problem. For the next result, we employ the definitions of sets \(\Theta^0(k, \theta_k), \Theta_0(k, \theta_k),\) and \(\Theta_j(k, \theta_k), j \in \{1, \ldots, r\},\) given by (13), (14), and (15), respectively.

Theorem 4.1: The solution of the inner optimization in (10) is equivalently expressed as follows.

\[
\sum_{j \in \Theta} \ell_k(x_k, \theta_k = i, \theta_{k+1} = j, u_k)p^*_i(k) \\
= \mathbb{E}_{p_\theta}[\ell_k(x_k, \theta_k = i, \theta_{k+1} = u_k)] + \beta(\alpha_i) \\
+ \frac{\alpha_i}{2} \left\{ \ell_k(x_k, \theta_k = i, \theta_{k+1} = \Theta^0(k, i), u_k) \\
- \ell_k(x_k, \theta_k = i, \theta_{k+1} = \Theta(k, i), u_k) \right\}
\] (30)

where \(\alpha_i\) is given by (17d), and where the set \(\Theta(k, i)\) and the function \(\beta(\alpha_i)\) are calculated as follows.

Case 1. If

\[
\frac{\alpha_i}{2} \leq \sum_{j \in \Theta_0(k, i)} p^0_{i,j}
\] (31)

then \(\Theta(k, i) = \Theta_0(k, i)\) and \(\beta(\alpha_i) = 0.\)

Case 2. If

\[
\sum_{j \in \Theta^0(k, i)} p^0_{i,j} < \frac{\alpha_i}{2} \leq \sum_{j \in \Theta^0(k, i)} p^0_{i,j}, \quad z \in \{1, 2, \ldots, r\}
\] (32)

then \(\Theta(k, i) = \Theta_z(k, i),\) and \(\beta(\alpha_i)\) is given by

\[
\beta(\alpha_i) = \sum_{s=0}^{z-1} \left( \ell_k(x_k, \theta_k = i, \theta_{k+1} = \Theta_z(k, i), u_k) \\
- \ell_k(x_k, \theta_k = i, \theta_{k+1} = \Theta_s(k, i), u_k) \right) \sum_{j \in \Theta_s(k, i)} p^0_{i,j}.
\] (33)

Algorithm 1 LQR Procedure

Input data. \(A_k(\theta_k) \in \mathbb{R}^{n \times n}, B_k(\theta_k) \in \mathbb{R}^{n \times m},\)
\(M_k(\theta_k) \in \mathbb{R}^{n \times n}, Q_k(\theta_k) \in \mathbb{R}^{n \times n}, R_k(\theta_k) \in \mathbb{R}^{m \times m},\)
known for all \(\theta_k \in \Theta\) and \(k = 0, \ldots, N - 1.\) Choose \(R_{TV}(i) \in [0, 2], \forall i \in \Theta,\) and \(p^0(k) = p^0\) (time invariant) nominal transition probability distribution. Set the initial state \(x_0,\) the initial distribution of \(\theta_0,\) and \(P_N(\theta_N) = Q_N(\theta_N),\)
\(r_N(\theta_N) = 0,\) for all \(\theta_N \in \Theta.\)

Initialization Step. (Backward recursion). For all \(k = N - 1, \ldots, 0,\) use the nominal transition probability distribution \(p^0,\) to calculate:

\[
L_k(\theta_k) = \left( R_k(\theta_k) + B_k^T(\theta_k)\mathbb{E}_{p^0}[P_{k+1}(\theta_{k+1})]B_k(\theta_k) \right)^{-1} \\
B_k^T(\theta_k)\mathbb{E}_{p^0}[P_{k+1}(\theta_{k+1})]A_k(\theta_k)
\]

\[
P_k(\theta_k) = Q_k(\theta_k) + A_k^T(\theta_k)\mathbb{E}_{p^0}[P_{k+1}(\theta_{k+1})]A_k(\theta_k) \\
- A_k^T(\theta_k)\mathbb{E}_{p^0}[P_{k+1}(\theta_{k+1})]B_k(\theta_k)L_k(\theta_k)
\]

\[
r_k(\theta_k) = \text{tr}(M_k^T(\theta_k)\mathbb{E}_{p^0}[P_{k+1}(\theta_{k+1})]M_k(\theta_k)\Sigma_w) \\
+ \mathbb{E}_{p^0}[r_{k+1}(\theta_{k+1})], \quad \text{for all } \theta_k \in \Theta.
\]

Step 1. (Forward recursion). For all \(k = 0, \ldots, N - 1,\) do:

(a) Calculate \(\ell_k(x_k, \theta_k, \theta_{k+1})\) for all \(\theta_k, \theta_{k+1} \in \Theta\) given by (29).

(b) Identify the support sets \(\Theta^0(k, \theta_k), \Theta_0(k, \theta_k),\) and \(\Theta_j(k, \theta_k), j \in \{1, 2, \ldots, r\},\) using (13), (14), and (15), respectively.

(c) Calculate the maximizing transition probability distribution \(p^*_k(k) \in B_k(i), \forall i \in \Theta,\) given by (17).

(d) Use \(p^*_k(k)\) to obtain the Markov chain random walk, and to calculate

\[
u_k = -L_k(i)x_k, \\
x_{k+1} = A_k(i)x_k + B_k(i)u_k + M_k(i)w_k, \quad \text{for } \theta_k = i \in \Theta.
\]

Step 2.

(a) (Backward recursion) For all \(k = N - 1, \ldots, 0,\) use the maximizing transition probability distribution \(p^*_k(k),\) to calculate \(L_k(\theta_k), P_k(\theta_k),\) and \(r_k(\theta_k),\) for all \(\theta_k \in \Theta\) (similarly to the initialization step, but with \(p^0\) replacing \(p^0\)).

(b) (Forward recursion) For all \(k = 0, \ldots, N - 1,\) using the obtained Markov chain random walk (of Step 1.(d)), calculate

\[
u_k = -L_k(i)x_k, \\
x_{k+1} = A_k(i)x_k + B_k(i)u_k + M_k(i)w_k, \quad \text{for } \theta_k = i \in \Theta.
\]
Proof: See the Appendix.

A. Verification of the Equivalence Relation

Next, we employ Theorem 4.1 to derive the analogue of (12). By substituting (30) into (12), we obtain

\[
V_k(x, i) = \min_{u_k \in \mathcal{U}} \left( x^T Q_k(i)x + u_k^T R_k(i)u_k + \mathbb{E}_{\rho'} \{ \ell_k(x, i, \theta_k, u_k) \} + \beta(\alpha_i) \right. \\
+ \frac{\alpha_i}{2} \left\{ \ell_k(x, i, \theta_k + 1, u_k) - \ell_k(x, i, \theta_k, u_k) \right\} \right. \\
- \ell_k(x, i, \theta_k + 1, \tilde{\Theta}(k, i), u_k) \left. \right\}.
\]

(34)

Based on Theorem 4.1, Case 1, if (31) holds then \( \tilde{\Theta}(k, i) = \Theta_0(k, i) \) and \( \beta(\alpha_i) = 0 \). It follows that,

\[
V_k(x, i) = \min_{u_k \in \mathcal{U}} \left( x^T u_k^T \begin{bmatrix} H_{11}(k, i) & H_{12}(k, i) \\ H_{12}(k, i)^T & H_{22}(k, i) \end{bmatrix} x + \mathbb{E}_{\rho'}[w_k^T M_{k+1}(k, i)P_{k+1}(\theta_k+1)M_{k}(i)w_k] + r_k+1(\theta_k+1) \right) \\
+ \frac{\alpha_i}{2} \left\{ \left[ x^T u_k^T \begin{bmatrix} H_{11}(k, i) & H_{12}(k, i) \\ H_{12}(k, i)^T & H_{22}(k, i) \end{bmatrix} x \right] + \mathbb{E}_{\rho'}[w_k^T M_{k+1}(k, i)P_{k+1}(\theta_k+1)M_{k}(i)w_k] + r_k+1(\theta_k+1) \right\} \\
- \ell_k(x, i, \theta_k + 1, \Theta_0(k, i)) \left\} \right. \\
+ \frac{\alpha_i}{2} \left\{ \left[ x^T u_k^T \begin{bmatrix} H_{11}(k, i) & H_{12}(k, i) \\ H_{12}(k, i)^T & H_{22}(k, i) \end{bmatrix} x \right] + \mathbb{E}_{\rho'}[w_k^T M_{k+1}(k, i)P_{k+1}(\theta_k+1)M_{k}(i)w_k] + r_k+1(\theta_k+1) \right\} \right) \right).
\]

(35)

where

\[
H_{11}(k, i) \triangleq A_{T}^T(i) \mathbb{E}_{\rho'}[P_{k+1}(\theta_k+1)]A_k(i) + Q_k(i) \\
H_{12}(k, i) \triangleq A_{T}^T(i) \mathbb{E}_{\rho'}[P_{k+1}(\theta_k+1)]B_k(i) \\
H_{22}(k, i) \triangleq B_{T}^T(i) \mathbb{E}_{\rho'}[P_{k+1}(\theta_k+1)]B_k(i) + R_k(i) \\
H_{11}(k, i) \triangleq A_{T}^T(i)P_{k+1}(\theta_k+1, \Theta_0(k, i))A_k(i) \\
H_{12}(k, i) \triangleq A_{T}^T(i)P_{k+1}(\theta_k+1, \Theta_0(k, i))B_k(i) \\
H_{22}(k, i) \triangleq B_{T}^T(i)P_{k+1}(\theta_k+1, \Theta_0(k, i))B_k(i) \\
H_{11}(k, i) \triangleq A_{T}^T(i)P_{k+1}(\theta_k+1, \Theta_0(k, i))B_k(i) \\
H_{12}(k, i) \triangleq A_{T}^T(i)P_{k+1}(\theta_k+1, \Theta_0(k, i))B_k(i) \\
H_{22}(k, i) \triangleq B_{T}^T(i)P_{k+1}(\theta_k+1, \Theta_0(k, i))B_k(i).
\]

For convenience, we denote by \( D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) \) the difference between the solution of \( P_{k+1}(\theta_k+1, \Theta_0(k, i)) \) and \( P_{k+1}(\theta_k+1, \Theta_0(k, i)) \), i.e.,

\[
D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) \triangleq P_{k+1}(\theta_k+1, \Theta_0(k, i)) - P_{k+1}(\theta_k+1, \Theta_0(k, i)).
\]

(36)

In addition, denote by \( D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) \) the difference between the solution of \( r_{k+1}(\theta_k+1, \Theta_0(k, i)) \) and \( r_{k+1}(\theta_k+1, \Theta_0(k, i)) \), i.e.,

\[
D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) \triangleq r_{k+1}(\theta_k+1, \Theta_0(k, i)) - r_{k+1}(\theta_k+1, \Theta_0(k, i)).
\]

(37)

Differentiating the right-side of (35) with respect to \( u_k \), and setting the derivative equal to zero, the optimal control is given by

\[
u_k^* = -L_k(i)x_k, \text{ for } \theta_k = i
\]

(38)

with

\[
L_k(i) = \left( R_k(i) + B_k^T(i) \left[ \mathbb{E}_{\rho'}[P_{k+1}(\theta_k+1)] + \frac{\alpha_i}{2} D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) \right] B_k(i) \right)^{-1} B_k^T(i) \left[ \mathbb{E}_{\rho'}[P_{k+1}(\theta_k+1)] + \frac{\alpha_i}{2} D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) \right] A_k(i).
\]

(39)

Substituting (38) into (35) we obtain

\[
x^T P_k(i)x + r_k(i) = x^T (H_{11}(k, i) + L_{T}^E(i)H_{22}(k, i) - 2H_{12}(k, i)L_k(i)) \\
+ \frac{\alpha_i}{2} \left\{ \left( H_{11}^T(k, i) + L_{T}^E(i)H_{22}(k, i) - 2H_{12}(k, i)L_k(i) \right) \right\} x \\
+ \mathbb{E}_{\rho'}[w_k^T M_{k+1}(k, i)P_{k+1}(\theta_k+1)M_{k}(i)w_k] \\
+ \frac{\alpha_i}{2} \left\{ \left[ x^T u_k^T \begin{bmatrix} H_{11}(k, i) & H_{12}(k, i) \\ H_{12}(k, i)^T & H_{22}(k, i) \end{bmatrix} x \right] + \mathbb{E}_{\rho'}[w_k^T M_{k+1}(k, i)P_{k+1}(\theta_k+1)M_{k}(i)w_k] + r_k+1(\theta_k+1) \right\} \right).
\]

(40)

Hence, it follows that (8) holds, with

\[
P_k(i) = Q_k(i) + A_{T}^T(i) \mathbb{E}_{\rho'}[P_{k+1}(\theta_k+1)] \\
+ \frac{\alpha_i}{2} D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) A_k(i) - A_{T}^T(i) \mathbb{E}_{\rho'}[P_{k+1}(\theta_k+1)] \\
+ \frac{\alpha_i}{2} D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) B_k(i) L_k(i),
\]

(40a)

and

\[
P_N(i) = Q_N(i)
\]

(40b)

and

\[
r_k(i) = \text{tr} \left( M_{k}^T(i) \mathbb{E}_{\rho'}[P_{k+1}(\theta_k+1)] \right) \\
+ \frac{\alpha_i}{2} D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) M_k(i) \Sigma_w \\
+ \mathbb{E}_{\rho'}[r_{k+1}(\theta_k+1)] + \frac{\alpha_i}{2} D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i))
\]

(41a)

\[
r_N(i) = 0.
\]

(41b)

The optimal cost \( J^* \) is given by (28), with \( r_0(i) \) calculated by

\[
r_0(i) = \sum_{k=0}^{N-1} \text{tr} \left( M_{k}^T(i) \mathbb{E}_{\rho'}[P_{k+1}(\theta_k+1)] \right) \\
+ \frac{\alpha_i}{2} D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)) M_k(i) \Sigma_w \\
+ \frac{\alpha_i}{2} \sum_{k=0}^{N-2} D_{k+1}^\rho((\Theta_0, \Theta_0)(k, i)).
\]

(42)

Remark 4.2: Comparing the solution obtained using the maximizing transition probability distribution of Section III-A, and the solution obtained under case 1 of Theorem 4.1, it
follows that
\[\begin{align*}
\mathbb{E}^{P_{\kappa_i}}[P_{k+1}(\theta_{k+1})] &= \mathbb{E}^{P_{\kappa}}[P_{k+1}(\theta_{k+1})] + \frac{\alpha_k}{2} \{ P_{k+1}(\theta_{k+1}) \in \Theta^0(k,i) \} - P_{k+1}(\theta_{k+1}) \in \Theta_0(k,i) \}, \\
\mathbb{E}^{P_{\kappa_i}}[r_{k+1}(\theta_{k+1})] &= \mathbb{E}^{P_{\kappa}}[r_{k+1}(\theta_{k+1})] + \frac{\alpha_k}{2} \{ r_{k+1}(\theta_{k+1}) \in \Theta^0(k,i) \} - r_{k+1}(\theta_{k+1}) \in \Theta_0(k,i) \}.
\end{align*}\] (43) (44)

The above expressions bring out the intuitive interpretation of the solution and the applicability of the proposed robust LQR for nonhomogeneous MJLS based on the total variation distance uncertainty model. In particular, the gains of the optimal controller, as well as, the Riccati equations are modified relative to the standard LQR (in which only the terms \( \mathbb{E}^{P_{\kappa}}[P_{k+1}(\theta_{k+1})] \), and \( \mathbb{E}^{P_{\kappa}}[r_{k+1}(\theta_{k+1})] \) are considered) and include extra terms to measure the difference between the solution of \( P_{k+1}(\theta_{k+1}) \in \Theta^0(k,i) \) and \( P_{k+1}(\theta_{k+1}) \in \Theta_0(k,i) \), and \( r_{k+1}(\theta_{k+1}) \in \Theta^0(k,i) \) and \( r_{k+1}(\theta_{k+1}) \in \Theta_0(k,i) \) for all \( \theta_{k+1} \in \Theta \) which achieve the maximum and the minimum of \( \ell_k(x_k, \theta_k, \theta_{k+1}, u_k) \), scaled by the total variation distance parameter \( \alpha_k \). These extra terms enable the optimal controller to compensate for the possibility of highly uncertain distributions of the jump process and to guarantee that the optimal performance of the LQR is not compromised.

Next, we present an example to illustrate the equivalence of (43), and how to construct the maximizing transition probability distribution, for the general case when the sets defined by (13)–(15) contain multiple elements.

**Example 4.3:** We consider the following choice of the nominal probability distribution of the jump process
\[ p^0 = \begin{pmatrix} 0.5 & 0.3 & 0.2 \\ 0.6 & 0.3 & 0.1 \\ 0.4 & 0.4 & 0.2 \end{pmatrix}, \text{ with } n_\Theta = 3. \] (45)

For the sake of this example, we assume that the partition \( \mathcal{P}(k, \theta_k), \forall \theta_k \in \Theta \), and for some \( k = 0, 1, \ldots, N-1 \), is known and is given by
\[ \mathcal{P}(k, \theta_k = 1) = \{ \Theta^0(k, \theta_k = 1) = \{1\}, \Theta_0(k, \theta_k = 1) = \{2\}, \Theta_1(k, \theta_k = 1) = \{3\} \}, \]
\[ \mathcal{P}(k, \theta_k = 2) = \{ \Theta^0(k, \theta_k = 2) = \{3\}, \Theta_0(k, \theta_k = 2) = \{2\}, \Theta_1(k, \theta_k = 2) = \{1\} \}, \]
\[ \mathcal{P}(k, \theta_k = 3) = \{ \Theta^0(k, \theta_k = 3) = \{1\}, \Theta_0(k, \theta_k = 3) = \{2, 3\} \}. \]

Let us choose \( R_{TV}(1) = 0.2, R_{TV}(2) = 0.4 \), and \( R_{TV}(3) = 0.8 \). Next, we show the validity of (43) for \( \theta_k = 1, 3 \), only.

(a) By (17d) we have that for \( \theta_k = 1 \):
\[ \alpha_1 = \min(R_{TV}(1), 2(1 - \sum_{j \in \Theta^0(k, 1)} p_{1j}^0)) = \min(R_{TV}(1), 2(1 - p_{11}^0)) = \min(R_{TV}(1), 1)), \] (46)

By (17a)–(17b), we have
\[ \begin{align*}
p_{11}^* &= \frac{p_{11}^0 + \frac{\alpha_1}{2} = p_{11}^0 + \min(R_{TV}(1), 1)}{2} = 0.6, \\
p_{12}^* &= \left( p_{12}^0 - \frac{\alpha_1}{2} \right) = \left( p_{12}^0 - \min(R_{TV}(1), 1) \right) = 0.2, \\
p_{13}^* &= \left( p_{13}^0 - \frac{\alpha_1}{2} = p_{13}^0 - \min(R_{TV}(1), 1) \right) = 0.2.
\end{align*} \]

By the left-hand side of (43) we have that:
\[ \begin{align*}
\mathbb{E}^{P_{\kappa_i}}[P_{k+1}(\theta_{k+1})] &= P_{k+1}(\theta_{k+1} \in \Theta^0(k, 1)) \sum_{j \in \Theta^0(k, 1)} p_{1j}^* \\
&+ P_{k+1}(\theta_{k+1} \in \Theta_0(k, 1)) \sum_{j \in \Theta_0(k, 1)} p_{1j}^* \\
&+ P_{k+1}(\theta_{k+1} \in \Theta_1(k, 1)) \sum_{j \in \Theta_1(k, 1)} p_{1j}^* \\
= 0.6P_{k+1}(\theta_{k+1} = 1) + 0.2P_{k+1}(\theta_{k+1} = 2) + 0.2P_{k+1}(\theta_{k+1} = 3).
\end{align*} \]

By the right-hand side of (43) we have that:
\[ \begin{align*}
\mathbb{E}^{P_{\kappa_i}}[P_{k+1}(\theta_{k+1})] &= P_{k+1}(\theta_{k+1} \in \Theta^0(k, 1)) \sum_{j \in \Theta^0(k, 1)} p_{1j}^* \\
&+ P_{k+1}(\theta_{k+1} \in \Theta_0(k, 1)) \sum_{j \in \Theta_0(k, 1)} p_{1j}^* \\
&+ P_{k+1}(\theta_{k+1} \in \Theta_1(k, 1)) \sum_{j \in \Theta_1(k, 1)} p_{1j}^* \\
&+ P_{k+1}(\theta_{k+1} \in \Theta_1(k, 1)) \sum_{j \in \Theta_1(k, 1)} p_{1j}^* \\
&= 0.5P_{k+1}(\theta_{k+1} \in \Theta^0(k, 1)) + 0.3P_{k+1}(\theta_{k+1} \in \Theta_0(k, 1)) + 0.1 \{ P_{k+1}(\theta_{k+1} = \Theta^0(k, 1)) \\
&- P_{k+1}(\theta_{k+1} \in \Theta_0(k, 1)) \} \\
= 0.5P_{k+1}(\theta_{k+1} = 1) + 0.3P_{k+1}(\theta_{k+1} = 2) + 0.1P_{k+1}(\theta_{k+1} = 3).\]

Hence, for \( \theta_k = 1 \) the solution obtained based on the maximizing transition probability distribution and the solution based on the equivalent formulation are identical, as expected.

Following a similar procedure, one can show the equivalence of (43) for \( \theta_k = 2 \), as well. In particular, the solution for \( \theta_k = 2 \) is given by
\[ \text{LHS of (43)} = \text{RHS of (43)} = 0.6P_{k+1}(\theta_{k+1} = 1) + 0.1P_{k+1}(\theta_{k+1} = 2) + 0.3P_{k+1}(\theta_{k+1} = 3). \]

(b) By (17d) we have that for \( \theta_k = 3 \):
\[ \alpha_3 = \min(R_{TV}(3), 2(1 - \sum_{j \in \Theta^0(k, 3)} p_{3j}^0)) = \min(R_{TV}(3), 2(1 - p_{31}^0)) = \min(R_{TV}(3), 1, 2). \] (47)
By (17a)-(17b), we have
\[
p^*_p(k) = p^0_p + \frac{\alpha_k}{2} = p^0_p + \min(R_{TV}(3), 1.2) = 0.8,
\]
\[
p^*_p(k) + p^0_p(k) = \left( p^0_p + p^0_p - \frac{\alpha_k}{2} \right)^+ = (p^0_p + p^0_p - \min(R_{TV}(3), 1.2))^+ = 0.2.
\]

By the left-hand side of (43) we have
\[
\mathbb{E}_p^P[p^*_p(k_1+1)] = p^0_p(k_1+1 \in \Theta^0(k, 3)) \sum_{p^*_p(k_1)} p^0_p(k_1) + p^0_p(k_1 \in \Theta^0(k, 3)) \sum_{p^*_p(k_1)} p^0_p(k_1)
\]
\[
= 0.8p^0_p(k_1+1 \in \Theta^0(k, 3)) + 0.2p^0_p(k_1 \in \Theta^0(k, 3))
\]
\[
= 0.8p^0_p(k_1+1 = 1) + 0.2p^0_p(k_1 \in \Theta^0(k, 3)).
\]

By the right-hand side of (43) we have
\[
\mathbb{E}_p^P[p^*_p(k_1+1)] + \frac{\alpha_k}{2} \left( p^0_p(k_1+1 \in \Theta^0(k, 3)) \right)
\]
\[
- p^0_p(k_1+1 \in \Theta^0(k, 3)) \sum_{p^*_p(k_1)} p^0_p(k_1)
\]
\[
= 0.4p^0_p(k_1+1 \in \Theta^0(k, 3)) + 0.6p^0_p(k_1 \in \Theta^0(k, 3))
\]
\[
= 0.4p^0_p(k_1+1 = 1) + 0.6p^0_p(k_1 \in \Theta^0(k, 3)).
\]

As expected, the solution obtained based on the maximizing transition probability distribution and the solution based on the equivalent formulation are identical. Note that, since $|\Theta^0(k, 3)| = 2$, then $p^0_{k2}$ and $p^0_{k3}$ must satisfy that $p^0_{k2} + p^0_{k3} = 0.2$. For example, choosing $p^0_{k2} = 0.2$ and $p^0_{k3} = 0$, then equivalence holds with $p^0_{k+1}(k_1+1 \in \Theta^0(k, 3)) = p^0_{k+1}(k_1+1 = 2)$. Alternatively, we may choose $p^0_{k3} = 0.2$ and $p^0_{k2} = 0$, in which case, equivalence holds with $p^0_{k+1}(k_1+1 \in \Theta^0(k, 3)) = p^0_{k+1}(k_1+1 = 2)$.

Next, we will show that as the uncertainty set increases (i.e., (32) becomes active) then new terms enter the right side of (43)–(44), due to the water-filling behavior of the solution. In particular, if (32) holds then $\Theta(k, i) = \Theta_z(k, i)$, and $\beta(\alpha_i)$ is given by (33). By (34), we have that
\[
V_k(x, i) = \min_{u_k \in \mathcal{U}} \left( x^T Q_k(i)x + u_k^T R_k(i) u_k \right)
\]
\[
+ \mathbb{E}_{\rho^0}[\ell_k(x, i, \theta_{k+1}, u_k)] + \frac{\alpha_k}{2} \left( \ell_k(x, i, \theta_{k+1} \in \Theta^0(k, i), u_k) \right)
\]
\[
- \ell_k(x, i, \theta_{k+1} \in \Theta_z(k, i), u_k) \right) + \sum_{s=0}^{z-1} \left( \sum_{j \in \Theta_z(k, i)} p^0_{ij} \right)
\]
\[
\ell_k(x, i, \theta_{k+1} \in \Theta_z(k, i), u_k) - \ell_k(x, i, \theta_{k+1} \in \Theta_z(k, i), u_k) \right).
\]

Following a similar procedure and calculations, as for item (1) of Corollary 4.1, one can show that the optimal controller $u^*_k$ is given by (38) with
\[
L_k(i) = \left( R_k(i) + B^T_k(i) \left( \mathbb{E}_p^P[p^*_p(k_1+1)] \right) \right)
\]
\[
+ \frac{\alpha_k}{2} D^*_{k+1}((\Theta^0, \Theta_z)(k, i))
\]
\[
+ \sum_{s=0}^{z-1} \sum_{j \in \Theta_z(k, i)} D^*_{k+1}((\Theta_z, \Theta_z)(k, i)) p^0_{ij} B_k(i)^{-1}
\]
\[
\times \left( B^T_k(i) \left( \mathbb{E}_p^P[p^*_p(k_1+1)] \right) + \frac{\alpha_k}{2} D^*_{k+1}((\Theta^0, \Theta_z)(k, i)) \right)
\]
\[
+ \sum_{s=0}^{z-1} \sum_{j \in \Theta_z(k, i)} D^*_{k+1}((\Theta_z, \Theta_z)(k, i)) p^0_{ij} A_k(i) \right)
\]

where $D^*_{k+1}((\Theta^0, \Theta_z)(k, i))$ and $D^*_{k+1}((\Theta_z, \Theta_z)(k, i))$ are defined similar to (36). Also, (8) holds with
\[
P_k(i) = Q_k(i) + A^T_k(i) \left( \mathbb{E}_p^P[p^*_p(k_1+1)] + \frac{\alpha_k}{2} D^*_{k+1}((\Theta^0, \Theta_z)(k, i)) \right)
\]
\[
+ \sum_{s=0}^{z-1} \sum_{j \in \Theta_z(k, i)} D^*_{k+1}((\Theta_z, \Theta_z)(k, i)) p^0_{ij} A_k(i)
\]
\[
- A^T_k(i) \left( \mathbb{E}_p^P[p^*_p(k_1+1)] + \frac{\alpha_k}{2} D^*_{k+1}((\Theta^0, \Theta_z)(k, i)) \right)
\]
\[
+ \sum_{s=0}^{z-1} \sum_{j \in \Theta_z(k, i)} D^*_{k+1}((\Theta_z, \Theta_z)(k, i)) p^0_{ij} B_k(i) L_k(i).
\]

and
\[
r_k(i) = \text{tr} \left( M^T_k(i) \left( \mathbb{E}_p^P[p^*_p(k_1+1)] + \frac{\alpha_k}{2} D^*_{k+1}((\Theta^0, \Theta_z)(k, i)) \right) \right)
\]
\[
+ \sum_{s=0}^{z-1} \sum_{j \in \Theta_z(k, i)} D^*_{k+1}((\Theta_z, \Theta_z)(k, i)) p^0_{ij} M_k(i) \Sigma \right)
\]
\[
+ \mathbb{E}_{\rho^0}[p_{k+1}(k_1+1)] + \frac{\alpha_k}{2} D^*_{k+1}((\Theta^0, \Theta_z)(k, i)) \right)
\]
\[
+ \sum_{s=0}^{z-1} \sum_{j \in \Theta_z(k, i)} D^*_{k+1}((\Theta_z, \Theta_z)(k, i)) p^0_{ij}, \quad \text{with } r_N(i) = 0 \right)
\]

where $D^*_{k+1}((\Theta^0, \Theta_z)(k, i))$ and $D^*_{k+1}((\Theta_z, \Theta_z)(k, i))$ are defined similar to (37). The optimal cost $J^*$ is given by (28), with $r_k(i)$ calculated similarly to (42).

Remark 4.4: Comparing the solution obtained using the maximizing transition probability distribution of Section III-A,
and the solution obtained under case 2 of Theorem 4.1, it can be noticed that
\[
E_{P_{*}(k)}^P[P_{k+1}(\theta_{k+1})] = E_{\mu_{\theta}}^P[P_{k+1}(\theta_{k+1})] \\
+ \frac{\alpha_2}{2} \left\{ P_{k+1}(\theta_{k+1} \in \Theta^0(k,i)) - P_{k+1}(\theta_{k+1} \in \Theta_r(z(k,i))) \right\} \\
+ \sum_{s=0}^{z-1} \left( P_{k+1}(\theta_{k+1} \in \Theta_s(z(k,i))) \right) \sum_{j \in \Theta_s(k,i)} p_{ij}^0 (52)
\]
and similarly for \( E_{P_{*}(k)}^P[P_{k+1}(\theta_{k+1})] \); see, for example, (44).

Next, we illustrate the equivalence of (52) by repeating Example 4.3 for \( \theta_k = 2 \), only. Toward this end, we let the total variation distance uncertainty set to increase so that condition (32) of case 2 of Theorem 4.1 becomes active.

Example 4.5: Consider the nominal transition probability distribution given by (45), and with the assumed partition \( P(k, \theta_2 = 2) \) (as given in Example 4.3). We choose the total variation distance parameter to be equal to \( R_{TV}(2) = 1 \). Then, by (17d) we have that \( \alpha_2 = \min(R_{TV}(2),1.8) = 1 \), and by (17a)–(17c) we obtain \( p_{21}(k) = 0.4 \), \( p_{22}(k) = 0 \), and \( p_{23}(k) = 0.6 \). By the left-hand side of (52), we have
\[
E_{P_{*}(k)}^P[P_{k+1}(\theta_{k+1})] = P_{k+1}(\theta_{k+1} \in \Theta^0(k,2)) \sum_{j \in \theta^0(k,2)} p_{2j}^* (k) \\
+ P_{k+1}(\theta_{k+1} \in \Theta_0(k,2)) \sum_{j \in \Theta_0(k,2)} p_{2j}^* (k) \\
+ P_{k+1}(\theta_{k+1} \in \Theta_1(k,2)) \sum_{j \in \Theta_1(k,2)} p_{2j}^* (k) \\
= 0.4P_{k+1}(\theta_{k+1} = 1) + 0.6P_{k+1}(\theta_{k+1} = 3). (53)
\]

Next, we evaluate the right-hand side of (52). By (32), since
\[
0.3 = \sum_{j \in \Theta_0(k,2)} p_{2j}^0 < \frac{\alpha_2}{2} = 0.5 < \sum_{j \in \Theta_0(k,2) \cup \Theta_1(k,2)} p_{2j}^0 = 0.9
\]
then \( z = 1 \). Hence,
\[
E_{\mu_{\theta}}^P[P_{k+1}(\theta_{k+1})] + 0.5 \left\{ P_{k+1}(\theta_{k+1} \in \Theta^0(k,2)) \\
- P_{k+1}(\theta_{k+1} \in \Theta_0(k,2)) \right\} + \left( P_{k+1}(\theta_{k+1} \in \Theta_1(k,2)) \\
- P_{k+1}(\theta_{k+1} \in \Theta_0(k,2)) \right) \sum_{j \in \Theta_0(k,2)} p_{2j}^0 \\
= 0.6P_{k+1}(\theta_{k+1} = 1) + 0.3P_{k+1}(\theta_{k+1} = 2) + 0.1P_{k+1}(\theta_{k+1} = 3) \\
+ 0.5 \left\{ P_{k+1}(\theta_{k+1} = 3) - P_{k+1}(\theta_{k+1} = 1) \right\} \\
+ 0.3 \left\{ P_{k+1}(\theta_{k+1} = 1) - P_{k+1}(\theta_{k+1} = 2) \right\} \\
= 0.4P_{k+1}(\theta_{k+1} = 1) + 0.6P_{k+1}(\theta_{k+1} = 3). (54)
\]

Note that, (53) and (54) are identical as expected.

By the equivalence of the solution of the robust LQR problem, as presented in Section III-A and in Section IV, it follows that Algorithm 1 may be re-written in terms of the equivalent solution. In particular, the gain matrices of the optimal controller may be calculated using the equivalent formulation given by (39), (49) (instead of (22)). Similarly, the Riccati equations may be calculated using the equivalent formulation (40), (41) and (50), (51) (instead of (23) and (24)).

In the next section, a numerical example (drawn from [10], and modified to include two operating modes) is presented to illustrate the behavior of the proposed solution.

V. NUMERICAL EXAMPLE

For presentation and comparison purposes, we consider the noiseless version (drawn from [10]) of the discrete-time stochastic control system (1). In particular, we consider (1) with two states \( n = 2 \), and two operating modes \( n_{\theta} = 2 \). The dynamics and input matrices \( A(i) \) and \( B(i) \), for each operating mode \( i = 1, 2 \), are given by

\[
\text{mode.1: } A(1) = \begin{pmatrix} 0.9974 & 0.0539 \\ -0.1078 & 1.1591 \end{pmatrix}, B(1) = \begin{pmatrix} 0.0013 \\ 0.0539 \end{pmatrix}
\]

\[
\text{mode.2: } A(2) = \begin{pmatrix} 0.6539 & 0.0974 \\ -0.3591 & 0.1078 \end{pmatrix}, B(2) = \begin{pmatrix} 0.0013 \\ 0.0539 \end{pmatrix}
\]

with state and input cost matrices
\[
Q = \begin{pmatrix} 0.25 \\ 0 \end{pmatrix}, \quad Q_N = Q, \quad R = 0.05.
\]

The time horizon is set equal to \( N = 100 \), with initial conditions \( x_0 = [2 \ 1]^T \), and initial distribution \( p(\theta_0) = [0 \ 1]^T \). The nominal transition probability distribution \( p^0 \), which describes the transitions/jumps of \( \theta_k \) between operating mode 1 and operating mode 2, is given by
\[
p^0 = \begin{pmatrix} 0.2 \\ 0.3 \\ 0.7 \end{pmatrix}. (55)
\]

Also, for the sake of this example, let us assume that the true transition probability distribution of the jump process is known, and is given by
\[
p^{true}(k) = \begin{pmatrix} 0.8 \\ 0.2 \\ 0.1 \end{pmatrix}
\]
for all \( k \). (56)

Note that,
\[
\sum_{j \in \Theta} |p^{true}_{ij} - p^0_{ij}| = 1.2, \text{ for } i = 1, 2.
\]

In what follows we compare the solution obtained by solving the standard LQR problem, and the solution obtained by solving the robust LQR problem. In particular, in Figure 1 we depict optimal results obtained by performing a total of 500 Monte Carlo realizations of the Markov chain under four possible cases:

(C1) solution of the standard LQR problem using the nominal transition probability distribution (55) (as shown in Figure 1(a)-(b)),

(C2) solution of the standard LQR problem using the true transition probability distribution (56) (as shown in Figure 1(c)-(d)),

(C3) solution of the standard LQR problem using the nominal transition probability distribution, but with jumps/translations of the dynamical system between different operating modes realized in simulations using the true transition probability distribution (as shown in Figure 1(e)-(f)).
Fig. 1: Optimal control and state trajectories. (a)-(b) Standard LQR using the nominal transition probability distribution, (c)-(d) Standard LQR using the true transition probability distribution, (e)-(f) Standard LQR using the nominal transition probability distribution, but with Markov chain random walk realized in simulations using the true transition probability distribution, and (g)-(h) Robust LQR, with total variation distance parameter $R_{TV} = 0.4, 0.6, 0.8, 1, 1.2$. 

\[ R_{TV} = \begin{cases} 0.4, & \text{(g)} \\ 0.6, & \text{(f)} \\ 0.8, & \text{(e)} \\ 1, & \text{(d)} \\ 1.2, & \text{(b)} \end{cases} \]
(C4) solution of the robust LQR problem by applying Algorithm 1, for five different values of the total variation distance parameter $R_{TV} = 0.4, 0.6, 0.8, 1, 1.2$. In all cases, jumps/transition of the dynamical system between different operating modes were realized in simulations using the true transition probability distribution (as shown in Figure 1(g)-(h)).

In Figure 1, we depict the mean values of the state trajectories and the mean value of the optimal control history for the four cases, as mentioned above. Also, the solution of the LQR problem for cases (C1) and (C2), is obtained by applying standard LQR results, (i.e., by applying Step 2 of Algorithm 1, with $p^*$ and $p^{true}$ replacing $p^*$, and with the Markov chain random walk obtained using nominal and true transition probability distributions, respectively).

For comparison purposes and for illustrating the effectiveness of the proposed robust LQR approach, in case (C3), we consider the realistic scenario that the LQR problem is solved by following standard LQR results, i.e., using the nominal probability distribution as in (C1), and with the true transition probability distribution realizing the jumps/transitions of the dynamical system between operating mode 1 and operating mode 2. Figure 1(e)-(f) clearly illustrates the effect of uncertainty on the performance of the linear quadratic regulator. On the contrary, Figure 1(g)-(h) confirms that the proposed robust LQR approach restricts the influence of uncertainty on the performance of the linear quadratic regulator. In particular, Figure 1(h) depicts the optimal control history obtained under five possible values of the total variation distance parameter, $R_{TV} = 0.4, 0.6, 0.8, 1, 1.2$, while Figure 1(g) depicts the optimal state trajectories for total variation distance parameter $R_{TV} = 1.2$, only.

Comparing Figure 1(h) and Figure 1(d), it can be seen that as the value of the total variation distance parameter increases, i.e., from $R_{TV} = 0.4$ to $R_{TV} = 1.2$, the performance of the optimal robust controller becomes closer and closer to the performance of the optimal controller obtained by solving the standard LQR problem under the true transition probability distribution. Mainly, this is because as the value of the total variation distance parameter increases then the ambiguity set (3) increases, which in turn implies that the robust optimal controller is calculated by considering the worst-case transition probability distributions over all possible transition probability distributions within the total variation distance ambiguity set.

Figure 2 depicts the optimal cost $J^*$ as a function of the total variation distance parameter $R_{TV} \in [0, 2]$. It is worth noting that, as the value of $R_{TV}$ increases then the value of $J^*$ also increases by a small amount up to a point where thereafter any further increase of $R_{TV}$ results in a dramatic increase of $J^*$. Here there is a clear trade-off. The designer must always choose the value of total variation distance parameter so that there is a balance between the desire for low costs and the undesirability of highly uncertain scenarios. For this particular example, it is clear that any value of $R_{TV} > 1.2$ will only serve to a limited improvement on the performance of the optimal controller. This example verifies the capability of the proposed approach, under highly uncertain MJLS, to ensure the optimality of the controller and consequently, the performance of the linear quadratic regulator.

VI. CONCLUSIONS

Presently, there is great interest in the development of effective methodologies to deal with uncertain MJLS. This interest is driven by two main factors. First, modern engineering systems are becoming exceedingly complex with an ever increased number of operating modes, making it difficult if not impossible to have complete and accurate knowledge of the system’s transition probability distribution under all its different operating modes. Secondly, the impact of uncertainty on the performance of the optimal controller can be tremendous. Studying the effect of uncertain transition probability distributions is a key task in the analysis of MJLS as it provides the means for codifying the level of uncertainty in distribution, and ensures that the optimal performance of the controller is not compromised.

In this paper, we have proposed a robust LQR approach for nonhomogeneous MJLS with respect to uncertain transition probability distributions. Total variation distance was introduced as a tool for codifying the level of uncertainty, by defining uncertainty sets based on nominal and true distributions of the jump process. The importance of the proposed uncertainty model lies in the fact that different levels of uncertainty between the system’s different operating modes may be assigned. Two equivalent formulations of the robust LQR problem are derived and analyzed. Results validate the capability of the proposed LQR approach to capture and restrict the influences of uncertainty on the performance of the LQR controller.

APPENDIX

PROOF OF THEOREM 4.1

We distinguish the following three steps:

(Step.1) From (17d), let $\alpha_i = 2(1 - \sum_{j \in \Theta_i} p_{ij}^0)$. Then, by (17a)–(17c), we have $\sum_{j \in \Theta_i} p_{ij}^0(k) = 1$, and $\sum_{j \in \Theta_i \setminus \Theta_i} p_{ij}^0(k) = 0$. Substituting $p^*(k)$ into (16) we
obtain
\[
\sum_{j \in \Theta} \ell_k(x_k = x, \theta_k = i, \theta_{k+1} = j, u_k)p_{ij}^*(k) = \ell_k(x, i, \theta_{k+1} \in \Theta^0(k, i), u_k) \leq \ell_{\max,k}(x, i, u_k)
\]
where (a) follows by the fact that \(\sum_{j \in \Theta^0(k, i)} p_{ij}^*(k) = 0\) implies \(p_{ij}^*(k) = 0, \forall j \in \Theta \setminus \Theta^0(k, i)\). Note that, for values of \(\alpha_i > 2(1 - \sum_{j \in \Theta^0(k, i)} p_{ij}^0)\), the solution is equal to \(\ell_{\max,k}(x_k, \theta_k = i, u_k)\), and hence, it is enough to choose \(\alpha_i = 2(1 - \sum_{j \in \Theta^0(k, i)} p_{ij}^0)\).

(Step 2) From (17d), we choose \(\alpha_i = R_{TV}(i) < 2(1 - \sum_{j \in \Theta^0(k, i)} p_{ij}^0), \forall i \in \Theta\), and assume that the maximizing transition probability distribution given by (17a)–(17c) is such that \(\sum_{j \in \Theta^0(k, i)} p_{ij}^0(k) < 1, \sum_{j \in \Theta_0(k, i)} p_{ij}^0(k) > 0\), and hence, \(\sum_{j \in \Theta^0(k, i)} p_{ij}^0(k) = p_{ij}^0, l = 1, 2, \ldots, r\). Substituting \(p^*(k)\) into (16) we obtain
\[
\sum_{j \in \Theta} \ell_k(x_k = x, \theta_k = i, \theta_{k+1} = j, u_k)p_{ij}^*(k) = \ell_k(x, i, \theta_{k+1} \in \Theta^0(k, i), u_k) \left( \sum_{j \in \Theta^0(k, i)} p_{ij}^0 + \frac{\alpha_i}{2} \right) + \ell_k(x, i, \theta_{k+1} \in \Theta_0(k, i), u_k) \left( \sum_{j \in \Theta_0(k, i)} p_{ij}^0 - \frac{\alpha_i}{2} \right) + \sum_{s=1}^{r} \ell_k(x, i, \theta_{k+1} \in \Theta_s(k, i), u_k) \left( \sum_{j \in \Theta_s(k, i)} p_{ij}^0 \right) = \mathbb{E}_{\mu}[\ell(x, i, \theta_{k+1}, u_k)] + \frac{\alpha_i}{2} \left( \ell_k(x, i, \theta_{k+1} \in \Theta^0(k, i), u_k) - \ell_k(x, i, \theta_{k+1} \in \Theta_0(k, i), u_k) \right) \sum_{j \in \Theta_s(k, i)} p_{ij}^0.
\]
When (31) holds, then this step corresponds to (30) with \(\Theta(k, i) = \Theta_0(k, i)\) and \(\beta(\alpha_i) = 0\) (i.e., Case 1, Theorem 4.1).

(Step 3) From (17d), we choose \(\alpha_i = R_{TV}(i) < 2(1 - \sum_{j \in \Theta^0(k, i)} p_{ij}^0), \forall i \in \Theta\), and assume that the maximizing transition probability distribution given by (17a)–(17c) is such that
\[
\sum_{j \in \Theta^0(k, i)} p_{ij}^*(k) < 1, \sum_{j \in \Theta_0(k, i)} p_{ij}^*(k) = 0,
\]
and
\[
\sum_{j \in \Theta_{s-1}(k, i)} p_{ij}^*(k) = 0, \sum_{j \in \Theta_s(k, i)} p_{ij}^*(k) > 0,
\]

Substituting \(p^*(k)\) into (16) we obtain
\[
\sum_{j \in \Theta} \ell_k(x_k = x, \theta_k = i, \theta_{k+1} = j, u_k)p_{ij}^*(k) = \ell_k(x, i, \theta_{k+1} \in \Theta^0(k, i), u_k) \left( \sum_{j \in \Theta^0(k, i)} p_{ij}^0 + \frac{\alpha_i}{2} \right) + \ell_k(x, i, \theta_{k+1} \in \Theta_0(k, i), u_k) \left( \sum_{j \in \Theta_0(k, i)} p_{ij}^0 - \frac{\alpha_i}{2} \right) + \sum_{s=1}^{r} \ell_k(x, i, \theta_{k+1} \in \Theta_s(k, i), u_k) \left( \sum_{j \in \Theta_s(k, i)} p_{ij}^0 \right) = \mathbb{E}_{\mu}[\ell(x, i, \theta_{k+1}, u_k)] + \frac{\alpha_i}{2} \left( \ell_k(x, i, \theta_{k+1} \in \Theta^0(k, i), u_k) - \ell_k(x, i, \theta_{k+1} \in \Theta_0(k, i), u_k) \right) \sum_{j \in \Theta_s(k, i)} p_{ij}^0.
\]
When (32) holds for some \(z = \{1, 2, \ldots, r\}\), then this step corresponds to (30) with \(\Theta(k, i) = \Theta_{s-1}(k, i)\), and \(\beta(\alpha_i)\) given by (33) (i.e., Case 2 of Theorem 4.1).
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